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Abstract 
Load balancing is one of the main challenges in distributed computing systems such 

as the cloud computing systems. It helps improve throughput while reducing the 
response time and cost for data and computation intensive applications. In this paper, 
we present an adaptive load balancing scheme for heterogeneous distributed computing 
systems whose objective is to provide a fair allocation of jobs to computing resources 
that reduces the cost of executing the jobs in the system. Using simulations, we 
compare the performance of the presented scheme with that of existing load balancing 
schemes.  

1 Introduction 
Emerging technologies and applications related to artificial intelligence, data science, and big data 

analytics rely on high-performance systems for computational needs. These systems often comprise of 
computing nodes and software components spread over wide area networks and offer benefits such as 
scalability, efficiency, and cost-effectiveness. Load balancing is essential for these heterogeneous 
distributed systems to avoid some nodes becoming overloaded and some becoming underloaded. 
Effective load balancing can help improve resource utilization, response time, and cost for data and 
computation intensive applications. 

 
A survey of load balancing algorithms for distributed systems such as the cloud computing 

systems has been made in [2] [6] [10]. Static load balancing mechanisms require prior knowledge of 
the system state in making job allocations to the computing resources. However, these mechanisms 
cannot adapt to changing system parameters and application load. Adaptive load balancing 
mechanisms monitor the system and application load at run-time and hence can recompute the 
allocation of jobs to resources with any changes in the system and application load [7].  

 

EPiC Series in Computing

Volume 91, 2023, Pages 108–115

Proceedings of 38th International Confer-
ence on Computers and Their Applications

A. Bandi, M. Hossain and Y. Jin (eds.), CATA2023 (EPiC Series in Computing, vol. 91), pp. 108–115



With the advent of artificial intelligence-based applications in several fields, load balancing 
algorithms for heterogeneous networking systems based on machine learning are also being devised 
for data intensive applications [5]. Static load balancing for providing fairness in distributed utility 
computing systems has been studied in [8]. An adaptive scheme with the objective of minimizing the 
response time of jobs and providing fairness has been presented in [9]. In this paper, we present an 
adaptive load balancing scheme for heterogeneous distributed computing systems whose objective is 
to reduce the cost for executing the jobs in the system by considering fairness. A client-server node 
model is considered. Simulations are conducted to study the performance of the proposed scheme.  

2  Distributed Computing System Model 
 
We consider a heterogeneous distributed system with n computing nodes. The service rate of node 

i is denoted by µi (i.e. the number of jobs that can be processed by the processor at node i per unit 
time). The job arrival rate at node i is denoted by ϕi (i.e. the number of jobs arriving at node i per unit 
time). Hence, the total job arrival rate to the system is ∑ 𝜙!"

!#$  which is denoted by ϕ. The job 
processing rate at node i is denoted by βi (this is the number of jobs that will be processed at node i 
per unit time). Each node is modeled as a central-server model [9] [11]. We assume that P0 denotes 
the probability that a job after departing from the processor (at a node) finishes and P1 denotes the 
probability that a job after departing from the processor requests an I/O service. Hence, %!

%"
 denotes the 

average number of I/O requests per job. The service time of an I/O device is denoted by 𝑡&'.  
 
Based on the above assumptions, the mean response time of a job at node i is given by: 
 
𝑇!(𝛽!) = 	

$
()#*	,#)

+	%!
%"
𝑡&'       (1) 

 
The computing nodes in these distributed systems may belong to various agencies/institutions and 
have different pricing policies. In order to obtain the prices charged by the resource owners, we use a 
pricing model based on bargaining game theory proposed in [3]. An incomplete information 
alternating-offer non-cooperative bargaining game is played (simulated) between the owners of the 
jobs and the computing resources to obtain an agreed price-per-unit-resource. Let 𝑘! be a constant that 
maps the response time at node i to the amount of resources consumed at node i and 𝑘&' be a constant 
that maps the I/O delay to the amount of resources consumed from the I/O device. Also, let 𝑝! denote 
the price per unit resource at node i and 𝑝&'denote the price per unit resource of an I/O device.  
 

Based on the above assumptions, the mean cost for processing a job at node i is given by: 
 
 
𝐶!(𝛽𝒊) = 	

/𝒊0#
()#*	,#)

+	𝑘&'𝑝&' .
%!
%"
/	𝑡&'        (2) 
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3 Load Balancing 
 
Static load balancing can be achieved by using the average system statistics. Consider the average 

system parameters µi (service rate of node i) and ϕi (job arrival rate at node i). Based on economic 
game theory, the load balancing problem is formulated as a cooperative game [4] between the 
computing nodes. The nodes cooperate in making a job allocation such that each operates at its 
optimum (the objective of each node is to minimize its mean cost given by Equation 2). The 
cooperative game assumes that each node plays (performs) at least at a minimum by servicing jobs 
given by its service rate and that the job processing rate at a node is less than that of its service rate, 
the job processing rate is non-negative, and the total job arrival rate of the system is equal to the total 
job processing rate of the nodes in the system (∑ 𝛽!"

!#$ =	∑ 𝜙!"
!#$ = 	ϕ).  

 
The Nash Bargaining Solution [4] provides a Pareto optimal and fair solution (COOPS 

(Cooperative Solution)) that reduces the cost for executing all the jobs in the system and also provides 
fairness to all the jobs in the system i.e., all the jobs of approximately the same size will incur 
approximately the same expected cost independent of the nodes allocated for their execution.  

 
Adaptive load balancing considers the current system state information. Let 𝑟!denote the mean 

service time of a job at node i, 𝑁! denote the mean number of jobs at node i, and 𝑛! denote the number 
of jobs at node i at a given instant. So, 𝜇! =	

$
1#

.  
 
Based on the above assumptions, Equation 2 can be written as: 
 
𝐶!(𝛽𝒊) = 	

/𝒊0#1#
($*	1#,#)

+	𝑘&'𝑝&' .
%!
%"
/	𝑡&'        (3) 

 
Using Little’s Law, we have 𝑁! =	𝛽!𝐶!(𝛽𝒊). So, the above equation can be written as: 

 
𝐶!(𝛽𝒊) = 	 𝑟!(𝑘𝒊𝑝! +	𝑁!) 	+	𝑘&'𝑝&' .

%!
%"
/	𝑡&'      (4) 

 
The virtual node cost based on the current number of jobs at a node can be expressed (using 

Equation 4) as: 
 
𝐶!(𝛽𝒊) = 	 𝑟!(𝑘𝒊𝑝! +	𝑛!) +	𝑘&'𝑝&' .

%!
%"
/	𝑡&'      (5) 

 
Here, we use the number of jobs at a node at a given instant (job queue length) as the state 

information. The job queue lengths will be exchanged between the nodes periodically. When a new 
job arrives at a node, the scheduler (DCOOPS (Dynamic Cooperative Solution)) will determine 
whether the job has to be processed locally or should be sent to another node for remote processing. 
For a job arriving at node i, 𝐶!  will be compared with 𝐶2 , 𝑗 = 1,… , 𝑛, 𝑗 ≠ 𝑖 . If 𝐶! >	𝐶2 	∀	𝑗 =
1,… , 𝑛, 𝑗 ≠ 𝑖, then it is costlier for the job to be executed at node i than at a remote node. The remote 
node to which the job should be transferred will be computed based on the difference in the costs 
between the nodes. If 𝐶! <	𝐶2 	∀	𝑗 = 1,… , 𝑛, 𝑗 ≠ 𝑖, the arriving job will be processed locally.  
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4 Performance Evaluation  
A distributed computing system with 16 nodes is simulated to evaluate the performance of 

DCOOPS. To make the system heterogeneous, the nodes are classified into four groups with each 
group having a different service rate for the nodes. Six nodes have a service rate of 10 jobs/sec, five 
nodes have a service rate of 20 jobs/sec, three nodes have a service of 50 jobs/sec, and two nodes 
have a service of 100 jobs/sec. Static load balancing schemes COOPS (which provides a Pareto 
optimal and fair solution) and Proportional (PROP) (allocates jobs in proportion to the service rate of 
the nodes) [1] are also implemented for comparison purposes.  

 
Figure 1 presents the expected cost (in some monetary unit) achieved because of the job allocation 

performed by COOPS, PROP, and DCOOPS for various system loads ranging from 10% to 90%. The 
cost in the case of PROP is high because its allocation overloads the slower nodes resulting in higher 
expected response time and higher cost. The cost achieved by the adaptive DCOOPS is close to that 
of static COOPS for low to medium system loads and is significantly lower for higher system loads.  

 
Figure’s 2, 3, and 4 present the expected cost for executing the jobs at nodes 1 through 16 when 

the system load is 70%. It can be observed that the expected cost varies significantly in the case of 
PROP. The cost is approximately the same at all the nodes in the case of COOPS and DCOOPS 
which means that all the jobs incur approximately the same expected cost independent of the nodes to 
which they are allocated (fair allocation). The cost achieved in the case of DCOOPS is lower than that 
of COOPS due to its consideration of the current state information (the job queue lengths at the 
nodes) in making allocation decisions.  

 
Figure’s 5, 6, and 7 present the expected cost for executing the jobs at nodes 1 through 16 when 

the system load is 80%. It can again be observed that the expected cost varies significantly in the case 
of PROP and the cost is approximately the same at all the nodes in the case of COOPS and DCOOPS. 
The cost achieved in the case of DCOOPS is lower than that of COOPS. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
  

Figure 1: System Load vs Expected Cost 
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Figure 2: Expected Cost at Nodes 1 – 5 at 70% System Load 

 

Figure 3: Expected Cost at Nodes 6 - 10 at 70% System Load 

 

 

Figure 4: Expected Cost at Nodes 11 - 16 at 70% System Load 

 

Adaptive Fair and Cost-Effective Load Balancing... S. Penmatsa and K. K. V. Penmatsa

112



 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Figure 5: Expected Cost at Nodes 1 – 5 at 80% System Load 

 

Figure 6: Expected Cost at Nodes 6 - 10 at 80% System Load 

 

Figure 7: Expected Cost at Nodes 11 - 16 at 80% System Load 
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5 Conclusions  
In this paper we presented an adaptive load balancing scheme, DCOOPS, which allocates the jobs 

to the computing nodes so as to minimize the cost for executing the jobs in the system and also to 
provide fairness. The current job queue lengths at the nodes is considered by DCOOPS in making 
allocation decisions. Based on simulations, it was observed that the cost achieved by the allocation of 
DCOOPS is close to that of static schemes PROP and COOPS for low to medium system loads and is 
significantly lower from medium to high system loads. In future work, we plan to evaluate the 
performance of DCOOPS by varying the system heterogeneity and the system size and compare with 
other adaptive load balancing schemes that have a similar objective.  
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