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Abstract. The promise of data science for social good has not yet percolated to 

public health, where the need is most, but lacks priority. The lack of data use 

policy or culture in Indian health information systems could be one of the reasons 

for this. Learning from global experiences on how routine health data has been 

used might benefit us as a newcomer in the field of digital health. The current 

study aims to demonstrate the potential of data science in transforming publicly 

available routine health data from India into evidence for public health decision-

making. Four case studies were conducted using the expanded data sources to 

integrate data and link various sources of information. Implementing these data 

science projects required developing robust algorithms using reproducible re-

search principles to maximize efficiency. They also led to new and incremental 

challenges that needed to be addressed in novel ways. The paper successfully 

demonstrates that data science has immense potential for applications in public 

health. Additionally, data science approach to public health can ensure transpar-

ency and efficiency while also addressing systemic and social issues such as data 

quality and health equity.  

 

Keywords: health information systems, data science, public health, decision-

making, deep learning, digital health, ICT4D. 

1 Introduction 

The dawn of the digital era has transformed our society in many ways. Rapid advances 

in technology and innovation have brought about unprecedented changes in our daily 
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lives. These changes brought about by the digital revolution have also touched all sec-

tors and industries. Healthcare likewise has evolved and is well launched down this 

digitalization journey.(1–3) Innovations like drug discovery, vaccine research, diagnos-

tic modalities, and therapeutic interventions have significantly impacted human life ex-

pectancy and how humans live their lives. In addition, evolving habits, interactions and 

lifestyles brought about by technological innovations have directly and indirectly affect 

human health.  

Over the last few decades, the emergence of the Information Age has accelerated 

this transformation opening windows of opportunities to new possibilities. It has be-

come increasingly clear that data collected in the healthcare industry has become more 

complex, huge in volume and generated faster than ever before.(4,5) The types of data 

generated through health information systems have also increased significantly, mov-

ing from paper-based systems to machine-generated data such as medical imaging, 

wearable technology, IoT devices, remote sensing sensors, satellite imagery etc.(6,7)  

Data on health is considered a national asset for every country. It helps track the 

performance of the health system. It provides reliable information for decision-making 

across all building blocks. It is also vital for monitoring the overall objective of health 

systems, such as the changes in health status and outcomes over time. Therefore, health 

information is necessary to take many decisions at all levels, such as the local, regional 

and national levels. A national health information system typically collects crucial 

health-related data for various purposes. The health information systems are integral to 

the health system providing specific information support to the decision-making pro-

cess at multiple levels. Just like a health system, the health information system is not 

static and must amend itself to the changes that occur with time. A health information 

system's primary functions are to monitor trends in health outcomes and services, take 

decisions relating to public health quickly and efficiently, identify the best strategies 

for public health interventions, and ensure the coordination and equity of health ser-

vices. At the same time, ensuring that data are trustworthy while also managing re-

sources for optimal use and benefit. The routine health information systems constitutes 

data that is collected and coallated at regular intervals at different levels from health 

facilities and health programs including public, private, and community-level. This data 

provides a picture of health status of the population, health services delivered by the 

health system, and health resources available for utilization. The data from the routine 

health information system is both actively and passively captured by healthcare provid-

ers as they go about their work, by their supervisors for the purposes of monitoring, and 

through routine health facility surveys for the purposes of health governance and ad-

ministration. The role of a routine health information system is critical to achieving 

Universal Health Coverage (UHC) and it is of paramount importance for decision mak-

ing in public health. 

 

Traditional health data has been limited to clinical health information systems and 

data from the vertical national health programs have been used for surveillance and 

monitoring purposes. Digitalization of paper-based systems, implementation of elec-

tronic medical/health records and integration of multiple databases including sociodem-

ographic, climatic, environmental and economic data routine health information 
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systems have ensured that there is a need to expand the RHIS into an expanded RHIS 

which is more dynamic, responsive and proactive than the traditional RHIS. However, 

one of the major challenges faced by the expanded RHIS is issue of transforming data 

into evidence for decision-making in public health. Existing data analysis methods and 

techniques have their limitations, owning to not just the volume and velocity of the 

generated data but also the evidence generation needs to be done in a timely and trans-

parent fashion to earn public trust. The true challenge is transforming data into infor-

mation and knowledge for public health benefit. It has become evident that innovative 

solutions to generate robust, near-real-time, high-quality, actionable evidence for pub-

lic health decision-making are the need of the hour. 

 

With this background the current study aims to demonstrate the utility and potential 

of data-science as a tool to address the challenge of transforming routinely available 

data into evidence for informed decision making in public health. 

 

 

2 Review of Literature 

 

2.1 What is routine health data? 

Routine health data often refers to non-targeted data obtained passively from different 

health information systems. They are collected continuously at various periods (daily, 

weekly, monthly, annually etc.) and can be collected individually patient by patient or 

aggregated at the family, facility or geographic level. They come from the existing na-

tional or regional health information system and its subsystems that are collected as 

part of an ongoing routine. 

It can be categorized as (a) demographic data, (b) health (disease) events data, (c) 

population-based health-relevant information and (d) data from other disciplines such 

as climatic data, meteorological data etc. One other way of classification of routine data 

could be as (a) administrative data, (b) clinically generated data, (c) patient-generated 

data, and (d) machine-generated data.(8)  

 

 

2.2 Sources of routine health data? 

There can be many sources of routine health data. They can be classified as standard 

sources or expanded sources.(6,9) 

Standard. Standard sources are traditional sources of health data and can be divided 

into three different sub-divisions again – (i) health services, (ii) public health, and (iii) 

research. The sources of health services data could be clinical records, electronic health 

records, electronic medical records, prescription data, diagnostic data, laboratory infor-

mation and data on health insurance. The sources relating to public health could be data 
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on disease surveillance, immunization records, public health reporting data, vital sta-

tistics, disease registries, civil registration systems etc. Research data sources could in-

clude demographic surveillance sites, omics or genomics data, clinical trial registries, 

bio-banks, medical devices, and the internet of medical things (IoMT). 

Expanded. Expanded data sources are newly identified sources that were traditionally 

not considered sources of health data. These sources can be further classified into (i) 

environmental, (ii) lifestyle & socio-economic, and (iii) behavioural and social. Envi-

ronmental sources include climate, meteorological, transport, pollution, forest cover 

and animal health. The data sources on lifestyle and socio-economic could be location-

tracking information, financial data, education and data from various relevant mobile 

applications. Similarly, the behavioural and social data sources are data on wellness, 

fitness, internet use, social media, self-monitoring devices, wearables and IoT sensors.  

 

2.3 Potential of routine health data 

There is a lot of potential for using routine data in informed decision-making in public 

health. Some of these are it improves the utilization of health information being col-

lected. It saves time by leveraging already available data and also adds no or low addi-

tional costs to the health system. It helps generate new hypotheses, testing these hy-

potheses and comparing across populations and high-risk groups. It also provides a 

baseline estimate of the expected levels of health and disease in a specific population 

and allows for comparisons across geographic regions. As it is passively collected in-

formation, it is possible to conduct natural experiments which are unbiased and aid in 

informed decision-making processes. It is also comprehensive and considers the for-

ward motion of time, allowing for longitudinal analysis of health outcomes and states.  

 

 

 

2.4 Indian Context 

 

It is argued that there are three distinct stages of digital health evolution, and India has 

crossed the first stage of digitalization, where most paper-based systems are being cap-

tured in their electronic forms, including x-rays and CT films. As a country, India has 

now stepped into the second stage of digitalization where new forms of digital data are 

being collected, such as mobile health and health monitoring devices such as wearables, 

the capture of health information in the forms of electronic health records and electronic 

medical records, and telemedicine consultations including both public and private 

health facilities. To achieve complete digitalization, the healthcare systems (both public 

and private) must embrace digital workflows. This stage also gives rise to new oppor-

tunities and business models, which have already started in some metropolitan cities 

but are yet to percolate to the rural and grass-root level where the need is most. The 

final stage of the digital evolution is digital transformation, where the good quality data 
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from the health system (including routine health information systems, clinical health 

information systems, and both public and private health facilities) is envisioned to be 

leveraged through government initiatives like the National Health Stack, National Dig-

ital Health Mission, Electronic Health Record Standards, Integrated Health Information 

Portal Health ID, Universal Payment Interface etc.(6,10,11)  

However, the current state of the Indian health information system reveals multiple 

challenges that must be addressed before achieving the ultimate digital transformation. 

Currently, routine health data is not utilized to its full potential in India. Just five percent 

of all healthcare data is collected in India, out of which only a tiny fraction is being 

used for public health decision-making. Some of these are the governmental focus on 

centralizing health information systems with a limited emphasis on supporting local 

action, the use of proprietary platforms, and working in silos. Some issues that might 

arise could be the probability of data breach, data storage and ownership, data quality 

and standardization.  

In-depth studies on the use of data in the Indian health sector suggest that the deci-

sion-making process is central to the health system. To function efficiently, the deci-

sion-making process should incorporate an iterative cycle of generating data demand, 

data collection and analysis, information availability, and the information used for de-

cision-making. Implementing this will lead to improved health decisions and account-

ability.  

Some of the recommendations arising from the research are to train health care pro-

fessionals on the importance of data use and encourage its use in the decision-making 

process. Additionally, support all stakeholders, involve civil society groups, conduct 

comprehensive needs assessments, implement data standards, and conduct regular data 

audits.  

 

 

2.5 Challenges of routine health data 

Some of the critical challenges and questions to consider when using any data collected 

by the routine health information system to infer population health are as follows: 

 

Data Quality. Is the data of good quality? To what extent is the data accurate in cap-

turing the natural phenomenon? Are there any inherent data quality issues or biases 

present in the data? 

Precision. Can we comment on the level of uncertainty in the data? Can we provide a 

confidence interval or any other measure of uncertainty along with the estimate?  

Completeness and Coverage. Is the data from the routine health information system 

complete? Is it representative of the population at hand? Is there any missing data? If 

yes, how much? Are there any patterns of missingness?  

Timeliness. When was the data in question collected? Is it still relevant? Are any newer, 

more recent data sources that might be more relevant?  

Analysis. What are the different analytical approaches that have been applied to the 

data? Has the data from the routine health information system been analyzed ade-

quately? Has there been any standardization done to this data? Is there adequate 
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documentation mentioning the preprocessing done? Has it been done in a way that can 

be reproducible and peer-reviewed? 

Accessibility. Who owns the data at hand? Who has access to this data? Who controls 

access to this data?  

Confidentiality. Is the data at hand confidential? Does it contain any sensitive infor-

mation? Can individuals be identified from this data? Has it been anonymized?  

Original purpose of collection. Some of the data may contain personal information 

and may not be used for any other purpose unless informed consent.  

Motivation. The other major challenge is that all the stakeholders involved in the data 

generation process of a routine health information system may not be adequately moti-

vated.  

 

Some additional challenges associated with the use of routine health information sys-

tems are given below.(12) 

Technical Determinants. Examples of these are the lack of explicit information such 

as gender, age etc.; different definitions in different formats (paper vs electronic); data 

on emerging infections and diseases lacking, and lack of integration with data from 

other sources at the community level. 

Behavioural Determinants. Some of the behavioural determinants are misclassifica-

tion of conditions by healthcare workers; incomplete data collection; incorrect input 

due to factors like recall bias by the healthcare worker; delay in submission of data 

which may sometimes be due to the delay in salaries; data errors due to computational 

mistakes; difficulty in understanding feedback from the central level.  

Environmental / Organizational Determinants. Shortage in precious resources, in-

cluding time, monetary and human resources; lack of trained personnel; non-prioritiza-

tion of local needs in decision-making; inadequate data analysis and interpretation, lack 

of inter and intra-departmental coordination on data sharing and many more constitute 

the environmental/organizational determinants. 

 

Some of the lessons we can learn from the experiences of other countries are outlined 

in Table 1.  

 

 

Table 1: Lessons learned from use cases of routine health data globally 
 

Countries Lessons learned 

Australia(13,14) Suggest the importance of continually engaging and incentivizing national 
and local stakeholders.  
Within the Australian government structure, there are defined roles and 
responsibilities for the different layers of government, advisory commit-
tees, and research centers.  
Department of Health and Ageing allows these groups to collaborate better 
and support each other in decision-making activities 
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Europe(14–16) Strong political will and support for the collection of credible, population-
based data 
Efforts of non-governmental organizations to improve data collection and 
measurement allowed 
Ensuring the data used for making decisions were valid, reliable, and cur-
rent. 
Data transparency – the success of the UK’s hospital waiting lists policy re-
form. Research using hospital waiting list data - regularly reported in the 
media and leading medical journals raising public and health professional 
awareness. 
Although the government understands the importance of collecting data 
and measuring policy effectiveness, of policies - must re-compete for prior-
ity in every political election cycle. 
 
Another barrier to long-term reform may be its sustainability. Eventually, 
the costs involved may become higher than the incremental gains. 
Maintaining data collection over time - important for evaluating temporal 
trends and for determining whether a shift in policy focus will be required 

 
USA(13,14) Retrospective medical record databases not only provide readily available 

data for timely decision making but the fact that the same data are ana-
lyzed by policy decision-makers, academic researchers and the pharma-
ceutical industry enhances the credibility and transparency of the find-
ings. 
Funding for this research falls short of the demand. 
Researchers trained in pharmacoepidemiology, drug safety, and risk man-
agement are needed in the USA to increase research capacity for this im-
portant policy-relevant work. 
 

Scandinavian 
Countries(17,18) 

Improving user-friendliness, and adding even more health indicators to 
monitor the state of social inequalities in health. 

 
Developing Coun-
tries 
 

Reporting requirements must be able to change over time. 
Programme reporting requirements must be integrated in order to ensure 
the development of coherent information 
Need for a hierarchy of information needs 
Additional information can be collected through specific programme sur-
veys 

 

3 Case Studies 

The authors chose to demonstrate the potential of public health data science as four case 

studies, each using publicly available data from different sources, formats and levels.  

• Case Study 1 – using crowd-sourced data on COVID-19 in India at the national level 

• Case Study 2 – using mortality data from the civil registration system at the pancha-

yat level 
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• Case Study 3 – using periodic survey data to inform policy on maternal health at the 

district level 

• Case Study 4 – using medical image data and design innovative solutions with ap-

plications in tele-medicine and tele-ophthalmology. 

 

3.1 Case Study 1 – the AMCHSS COVID-19 Dashboard 

For this case study, a translational research design with a data science approach was 

chosen. The data sources used for this case study include:  

• Crowd-sourced database and website maintained at https://covid19bharat.org. 

• State Level Daily Medical Bulletins (for the state of Kerala) 

• District level population density based on 2020 projections by NASA Socio-

economic Data and Applications Center (SEDAC) NASA and the Unique 

Identification Authority of India, Govt India.(19,20) 

• Population Mobility Data from Google 

(https://www.google.com/covid19/mobility/) 

• Indian COVID-19 Genome Surveillance Data - 

(https://clingen.igib.res.in/covid19genomes/) 

 

The tools used were open source statistical programming language R and the RStudio 

IDE.(21,22) The study was implemented adhering to the tidy data principles and the 

tenets of reproducible research recommended by the scientific community.(23–27) The 

packages used were available from CRAN and from the R Epidemics Consortium 

(ReCon).(28,29) The fill list of packages is available below (see Table. 2). The detailed 

methodology is described elsewhere.(30–32)  

Table 2. Packages used for the implementation of the COVID-19 Dashboard 

Clean, Tidy, Link Epidemiology Visualization Dashboard 

tidyverse incidence ggplot2 flexdashboard 

dplyr R0 plotly shiny 

fuzzyjoin projections dygraphs shinybulma 

 

The case study results can be viewed as a live dashboard which is hosted at https://am-

chss-sctimst.shinyapps.io/covid_dashboard/ for public viewing (see Table. 3). 

 

 

 

 

 

 

https://covid19bharat.org/
https://www.google.com/covid19/mobility/
https://amchss-sctimst.shinyapps.io/covid_dashboard/
https://amchss-sctimst.shinyapps.io/covid_dashboard/
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Table 3. Intended target audience for the COVID-19 Dashboard case study 

Intended Users Indended Purpose Mode 

District Level Program Manager 
Evidence informed decision making; 

feedback on future improvements 

Interactive 

Dashboard 

Decision Makers Evidence informed decision making Dashboard 

Academia and Reserachers 
Discussion on methods; peer-review; 

academic discourse 

Dashnoard + 

Methodology 

General Public 
Citizen involvement, public discourse, 

media and information professionals 
Website / Blog 

 

. 

 

Fig. 1. Screenshot of the AMCHSS COVID-19 Dashboard (https://amchss-

sctimst.shinyapps.io/covid_dashboard/). 
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Fig. 2. Modeling epidemiological parameters based on different COVID-19 waves in India. 

 

 

 

Fig. 3. Interactive visualization of the state-wise comparison of doubling time of number of 

COVID-19 cases in India during the third COVID-19 wave. 
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Fig. 4. 3D visualization of the trends in test positivity rate (TPR) across different states between 

January 2021 till July 2022.  

 

Fig. 5. Forecasting 15-day daily future incidence of COVID-19 cases based on the trajectory of 

time dependent reproduction number (projections for three different scenarios for the state of 

Telangana shown for illustration).  
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Fig. 6. An illustrative example of semi-automated report generation using reproducible algo-

rithms for interactive and timely information for decision making in public health.  

 

Fig. 7. A section detailing an in-depth analysis addressing issue of gender equity in access to 

COVID-19 vaccination using data from the COWIN portal.  
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Fig. 8. An example of customizing the code for creating state-level dashboards for monitoring 

the status of COVID-19 at the district level (Kerala state for illustration). 

 

Fig. 9. A screenshot the dashboard for Karnataka state demonstrating the scalability of the algo-

rithms to quickly create decision support tools for local action at the district level.  

Fig. 1 - Fig. 9 illustrate the salient features of the dashboard. The figure description 

provides more insight into the feature and are self explanatory. 

 

 

3.2 Case Study 2 – Cause of Death 

The Civil  Registration  System  (CRS)  may  be defined as  a  unified  process of  

continuous, permanent, compulsory and universal recording of the vital events and 

characteristics thereof, per the country's legal requirements.(33) 

CRS in India dates back to the mid-19th century. It started with the registration of 

deaths with a view to introducing sanitary reforms for control of pestilence and dis-

eases. CRS in Kerala came into force on 1st April 1970. As of today, CRS in Kerala is 

computerized in corporations, municipalities and rural registration units (gram 
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panchayat). The registry is being supported by the ‘Sevana’ Civil Registration Software 

developed by Information Kerala Mission (IKM), set up for computerization of local 

bodies (https://cr.lsgkerala.gov.in). The CRS records prior to the date of computeriza-

tion have been digitized and the issue of certificates is also computerized. 

For this case study we chose CRS data from the Trivandrum Corporation. The study 

area is presented below (see Fig. 10). 

 

Fig. 10. Study Area: Kerala State, Thiruvananthapuram District, Trivandrum Corporation (inset). 

Though data is being collected in real time, the analysis is being performed and being 

reported only once a year as part of the Annual Vital Statistics Report.(34,35) Some of 

the challenges with the current CRS in Kerala are as follows: 

• Pre-occupation of Registrars and other functionaries with other duties. 

• Excessive Delay in Registrations and Reporting. 

• Inability to use the data for local action. 

• Large proportion of infant and child deaths missed (esp. in rural areas).  

• Data from various LSGs are collected, but unclear on the data use. 

• Lack of user-friendly of information systems for the decision makers. 

• Data is available for decision makers only as a PDF file which cannot be 

used readily for data analysis. 

 

We sought to explore the use of data science address some of the challenges faced. 

The data extraction pipeline is presented in the figure below (see Fig. 11).  

https://cr.lsgkerala.gov.in/
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Fig. 11. The Data Extraction and Preparation Schema. 

 

Results of the case study are presented as illustrations below (see Fig. 12 – Fig. 15). 

 
Fig. 12. Distribution of the infectious causes of death registered in Trivandrum Corporation in 

the years 2017, 2018 and 2020. 
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Fig. 13. Some summary statistics of the cause of death segregated by age and number of deaths 

(the color scheme represents the ranking, blue representing the top cause of death that year). 

 

     
 Fig. 14. Geographical distribution of Cause Specific Mortality Rate of non-communicable 

diseases across Trivandrum District. One can appreciate the spatial relationship with higher rates 

(in red color) around the central part of the district which is home to the urban population.  
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    Fig. 15. Reproducible and scalable algorithms to generate automated reports for im-

proving efficiency and promoting the using cause of death data from the CRS in Trivandrum 

Corporation in the years 2017, 2018 and 2020. 

Some of possible benefits of using the data science approach are as follows: 

• Encourage Data-use policy 

• Improve data collection, processing, validation, efficiency of the system 

• Integrate Data from different sources 

• Timely and Actionable evidence for public health interventions 

• Allows for spatial and temporal analysis (use of Geocoded information) 

• Transformation of text data from PDF into analysis ready formats 

• Automated Report Generation 

 

 

3.3 Case Study 3 – Increasing Trends of Caesarean Sections in India 

Globally, it is estimated that one in five children are born by caesarean deliveries 

and this is going to increase to three in five by the year 2030. The continued rise in 

caesarean sections has been a cause of concern in low- and middle-income countries 

(LMICs) like India for many reasons, including post-partum bleeding, infection, com-

plications or even death to the mother and the child. Previous studies show the growing 

disparities in access to quality maternal healthcare as well as inequitable distribution of 

these services across different geographical regions and sociocultural contexts contrib-

ute to caesarean sections. However, evidence on these complex relationships is still 

emerging and need for an in-depth analysis in the Indian context is critical. Geospatial 

techniques using data from large scale national surveys like the National Family Health 

Survey can unearth crucial evidence into the patterns of medically unnecessary and 

potentially harmful caesarean sections in India. This much needed exploration has the 

potential to inform public health policy and provides opportunities for course correction 

in maternal and child health service delivery in India. 
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The objectives of this case study were to study the patterns of caesarean section at 

the state and district level in India and investigate spatial clustering of caesarean sec-

tions across districts of India.  

The data extraction methodology used reproducible algorithms that was used in sim-

ilar situations with minimal modification and customization (see Fig. 16 and Fig 17).  

 

Fig. 16. The Data Extraction and Preparation Schema. 

 

 

Fig. 17. Summary of the data analysis and visualization methods and tools used for the study. 

Results: 

There has been as steady increase in caesarean sections in India over the last 15 years 

(see Fig. 18). The proportion of caesarean sections in India rose from 17.2% in NFHS-

4 (2015-16) to 21.5% in NFHS-5 (2019-21). As a result, 21 states and union territories 

had C-section births proportion greater than the national rural average (>17.6%) while 

17 states and union territories were greater than the national urban average (32.3%). 



19 

 

Fig. 18. Spatial Distribution of caesarean births across the three rounds of National Family Health 

Surveys. 

 

 

 

 

Fig. 19. Distribution and increase of the proportion of caesarean births across different types 

health facilities in rural and urban India. 

The proportion of caesarean births were higher among private hospitals as compared to 

public hospitals in NFHS-5 (see Fig. 19). Additional investigation for the evidence of 

clustering in districts with high caesarean sections revealed highly significant clustering 

the global level with the Moran’s I, p-value < 0.01. Similarly, local levels (Getis-Ord 

General G, p-value < 0.01) in the public and private hospitals (Table. 4).  

 

Table 4. Summary of the clustering analysis districts with high rates of caesarean sections by 

type of facility and NFHS round. 

Facility Type NFHS Round G Statistic Z Score p-value 

Overall NFHS-4 0.01099 18.67214 <0.0001 

Overall NFHS-5 0.01081 19.13736 <0.0001 

Public NFHS-4 0.0081 8.28497 <0.0001 

Public NFHS-5 0.00808 9.00839 <0.0001 
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Private NFHS-4 0.01082 19.18451 <0.0001 

Private NFHS-5 0.00749 17.28355 <0.0001 

 

 

 

Fig. 20. Optimized Hotspot analysis of caesarean sections (%) in India. 

 

 

Fig. 21. Hotspot analysis of clusters of districts with high and low caesarean sections (%) by type 

of health facility (public vs private). 



21 

 

Fig. 22. Local Indicators of Spatial Association (LISA) for the cluster analysis of districts with 

high caesarean rates. 

The urban-rural differential in quality maternal care may be widening with unneces-

sary and medically unwarranted caesarean sections being performed in rural hospitals. 

Much of these caesarean sections are being brought about by the recent outcrop of pri-

vate medical facilities in rural India (see Fig. 20 – Fig. 22). 

Geospatial analysis can reveal crucial insights into where the disproportionate in-

crease in caesarean sections is being undertaken, which may aid in designing tailored 

public health interventions and come up with policy decisions necessary for course cor-

rective steps. One limitation is that we did not take into account factors such as total 

fertility rate, health insurance, the possibility of repeat caesarean sections, etc. These 

factors need to be kept in mind in future research works. 

To conclude, the case study demonstrates the utility of spatial data science methods 

to using large survey data to reveal inequities in maternal health care with potential 

public health policy implications. 

 

 

3.4 Case Study 4 – Retinal Disease Classification 

 

A number of years have passed since telemedicine and tele-ophthalmology were intro-

duced, however they have become more important in recent years as a result of the 

COVID-19 pandemic. A recent survey (n = 1180) done by All India Ophthalmological 

Society reveals that currently 17.5% of the ophthalmologists use tele-ophthalmology in 

their 
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practice. 98.6% showed increased interest to incorporate tele-ophthalmology in their 

practice and 98.8% of the practicing ophthalmologists view mobile based 

applications as having huge potential in tele-ophthalmology solutions. 

 

Technological advances and the ability to directly visualize and image the eye has 

made ophthalmology an ideal specialty for the use of telemedicine. The application of 

tele-ophthalmology is not a new method of care or technique, however, the implemen-

tation of artificial intelligence (AI) is set to lead to a great transformation in its use. 

Deep convolutional neural networks have shown promise in predicting and classifying 

retinal diseases and has immense public health implications, especially in low-resource 

settings like India. 

 

The objectives of this case study were to classify diseases of the retina (CNV, DME, 

Drusen, and normal) based on optical coherence tomography (OCT) images using deep 

neural networks and to build a full connected network/convolution neural network and 

compare the results with existing model architectures and to deploy the final model to 

production as a mobile application. 

 

The dataset contains 84,495 OCT images in *.JPEG format which were taken from 

various cohorts of adult patients from 5 hospitals between July 1, 2013 and March 1, 

2017.(36) There were four categories of retinal diseases such as: 

─ Choroidal New Vascularization (CNV) 

─ Diabetic Macular Edema (DME) 

─ Drusen 

─ Normal 

 

The computational resources used were as follows: 

─ RStudio and Google Colab were used for building and training the model  

─ CPU: Intel Xeon CPU@ 2.3 GHz  

─ GPU: Nvidia Tesla P100 (16 GB)  

─ PyTorch library in Python and torch package in R 

 

The methods for the case study include dividing the images into test, training and 

validation datasets randomly in a proportion of 70%, 20%, and 10% respectively. Data 

was explored for class imbalance and discrepancies were rectified using up-sampling 

method. The images were then classified according to the four classes of retinal diseases 

using a custom deep convolutional neural network. Subsequently, a transfer learning 

approach was adopted to train two models, ResNet-18 and MobileNetV2. The final 

model was selected using standard metrics such as accuracy, precision and 

F1Score.(37) 

 

We also implemented model interpretability using Captum and Gradcam visualiza-

tion for explainablility of the artificial intelligence algorithm (see Fig. 23). The final 
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model was developed into an Android mobile application using the torchscript library. 

Validation of model predictions was done using new set of OCT images.  

The MobileNetV2 model performed better than ResNet-18 by achieving a training 

accuracy of about 97% and a test accuracy of 95%. The ResNet-18 model performed 

better in the precision and recall with an average F1 score of 0.94 vs 0.92. The average 

training time and inference time for both the models were around 1 hour 30 mins and 

>0.02 seconds, respectively (see Table. 5). 

Table 5. Comparison of model parameters, hyper-parameters, model metrics of the three deep 

learning models. 

Details ConvNet ResNet-18 MobileNetV2 

Convolution Layers 3 20 52 

Parameters 728,184 11,178,564 3,504,872 

Flops (GFLOPS) 0.05 1.83 0.31 

Optimizer Adam Adam Adam 

Hyperparameters    

Epochs 25 30 25 

Learning Rate 0.001 0.001 0.001 

Computation Time    

Training ~47 mins ~1hr 40 mins ~1hr 27 mins 

Inference ~0.09 secs ~0.003 secs ~0.02 secs 

Accuracy (%)    

Training 98.0 96.4 97.1 

Validation 65.9 94.6 94.1 

Test 43.3 94.1 95.5 

The accuracy of a typical ophthalmologist in classifying an OCT image is ∼85% and 

our best model (MobileNetV2) was able to perform with an accuracy of ∼96%. A typ-

ical ophthalmologist requires ∼2 secs to classify one image while our model required 

only ∼0.03 secs for the same. Upon increasing the training data, the accuracy of the 

model increased (∼94% with 8,000 images vs. ∼97% with 80,000 images). 
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Fig. 23. Incorporating model interpretability. 

 

Fig. 24. Screenshots of the deployed mobile application. 

Through this case study we demonstrate the application of deep neural networks in 

tele-ophthalmology using open-source tools and publicly available data. Leveraging 

explainable artificial intelligence approach provides an edge over many existing ‘black-

box’ neural networks as it aids the clinician in decision making. Mobile based deep 

CNN models have huge potential to address many issues of public health importance. 

With adequate training, peripheral health workers can be utilized for delivering tele-

ophthalmology services in hard-to-reach rural areas (see Fig. 24). 

4 Discussion 

We would like to reflect on the challenges faced in each of the case study. The first case 

study (COVID-19 Dashboard) had brought challenges of data preprocessing and link-

age where data from multiple sources had to be integrated with a spatial attribute. This 

challenge was overcome by developing robust reproducible algorithms that could be 

reused and customized for research needs. For example, algorithms written for compar-

ing between first two waves of COVID-19 have been repurposed with minimal effort 

and time during the onset of the third wave. Another challenge we faced was the lack 
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of data availability. As the covid19india.org tracker website had to suspend operations 

as it was driven by volunteers with no funding. Fortunately, efforts by activists and data 

journalists helped revive the ongoing effort of citizen involvement through the new 

covid19india.org website which filled the shoes of its predecessor.  

The second case study on using CRS data to gain public health insights into cause 

of death and mortality patterns brought new challenges as data was not in analysable 

formats, it required a lot of data prepration and geocoding of addresses. Other challenge 

was the organizational barriers in providing access to data to public health stakeholders 

including researchers. One way some of these challenges were address was through 

stakeholder engagement and earning trust.  

The third case study on caesarean section deliveries had unique challenges such as 

broken links to publicly available district level factsheets. The second challenge was 

the complexities involved in computational extraction of data in tidy formats from the 

PDF documents. Also, the cleaning of data required a lot manual checks to prevent 

misinterpretation of information. Additionally, one challenge that was particularly dif-

ficult to solve was geocoding the data as the district names are not uniformly written 

across different datasets including spatial and sociodemographic. 

The fourth case study required considerable expertise and knowledge on the funda-

mentals of deep learning techniques and image processing and analysis. The case study 

also necessitated additional computational resources that may not be readily available 

to all researchers. Addressing the issue of clinical interpretably, explainability and vis-

ualization of where the weights are being picked up through Captum and Gradcam was 

difficult to implement.  The most difficult challenge for the author was to develop an 

app that can be deployed on an Android Smart Phone especially because of lack of prior 

experience or lack of formal training in app development.  

Additional challenges faced in all the case studies included the issue of data quality. 

Considerable time was spent on all the casestudies to address this challenge adequately. 

Some of the data quality issues faced were missing data, outliers, erroneous entries, and 

entering data in inconsistent formats. Some of these challenges and the approaches tak-

ent to address these were discussed in some of the previous work by the authors.(38–

41)  Apart from this, the lack of adequate computational infrastructure for performing 

the analysis was persistent across most casestudies.   

Despite these challenges, the authors were successful in demonstrating that public 

health data science has immense potential in transforming data from the routine health 

information systems into evidence for public health. Data science approach to public 

health has varied applications including health equity, pandemic or outbreak manage-

ment, medical imaging, health policy and maternal and child health. Empowered with 

data science tools and FAIR Principles for data management (Find-able, Accessible, 

Interoperable and Reusable),(42) the way forward for public health can be more equi-

table, acceptable, patient centric, community oriented, participatory, and trusted.  
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5 Conclusion 

To conclude, this study has many value additions: 

• Generates value to data generated from the routine large-scale national-level sur-

veys. 

• Adds to the quality of evidence generated from routine health information systems 

by integrating it with data from multiple sources. This data linkage and integration 

allows for a comprehensive view of the situation, which is not otherwise possible. 

• Captures the ubiquitousness of data triangulation and geographical information sys-

tems (GIS), spatial and spatiotemporal methods. This adds a new spatial dimension 

to the data, greatly enhancing the information and its interpretation by the decision-

makers. 

• Leverages the applications of novel methods like data science and spatial techniques 

by providing robust and reproducible frameworks for evidence generation. This be-

comes especially important when the data volume is vast and resources are low. 

• Provides a framework to engage with the program managers/stakeholders in near-

real-time to gain insights into patterns and dynamics of issues of public health con-

cern. 

• This exploration also can enhance data quality and encourage data use policy in pub-

lic health. 

• It will help the routine public health surveillance system through watchful observa-

tion and undertaking corrective action. 

• It will enable researchers to study the epidemiological trends in individual factors 

and geospatial and region-specific disease patterns. 

• Potential to help in better resource allocation, resource reallocation, and mobiliza-

tion. 

• It can aid in decision support and inform policy decisions by providing robust epi-

demiological evidence, which is crucial for optimal use of limited resources and im-

proving the overall health system efficiency. 

• It can help us understand the emerging public health threats and create an enabling 

environment for precision public health. 
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