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Abstract. Natural language processing tools are becoming more and more im-
portant in our daily life, enabling us to perform many tasks in a timely and effi-
cient manner. However, as the utilisation of these tools growth, so does the risk 
of unexpected consequences due to the presence of bias. This study investigates 
the presence of gender bias within the most popular neural machine translation 
and large language model tools. We defined a set of Italian sentences concerning 
ten specific jobs, where the gender of the subjects is not explicitly mentioned. 
Employing those AI tools, we translated the sentences from Italian to English, 
requiring the gender to be explicitly mentioned. Afterwards, we developed a sur-
vey to obtain human translations for the same sentences, allowing us to compare 
the differences between the responses generated by the tools and those from in-
dividuals. Results show a high presence of gender bias especially for the jobs 
associated with a male gender and demonstrate a consistency between the out-
come obtained by the tools and the results of the survey. These findings serve as 
a starting point for exploring the origins of gender bias within natural language 
processing tools and how they reflect gender distributions in our society and hu-
man behaviour regarding job occupations. 

Keywords: Natural Language Processing, Neural Machine Translation, Large 
Language Models, Gender Bias, Artificial Intelligence Bias. 

1 Introduction 

In the last few years, artificial intelligence (AI) has gained much attention from both 
scholars and practitioners, with a particular focus on societal aspects [1]. Within this 
context, natural language processing (NLP) tools, such as chatbots, translators and 
speech recognition, have witnessed a surge in popularity because they allow users to 
interact without using machine language [2]. NLP, a subfield of AI, encompasses the 
development of machine algorithms capable of understanding human language, con-
sisting of two main branches: natural language understanding and natural language gen-
eration [2,3]. The first branch is related to the study of linguistics and to the understand-
ing of human language, while the second is focused on the process of producing such 
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language [2]. NLP finds application in various tasks, such as automatic summarisation, 
discourse analysis, speech recognition, machine translations, and many others (ibid). In 
the last few years, this technology gained popularity due to the introduction of neural 
networks and large language models (LLM) that are able to solve many NLP tasks 
without having specific training data for a given job (zero-shot tasks) [4–6]. Machine 
translation (MT) is one of the NLP fields significantly impacted by this transition [6]. 

MT allows a machine to translate natural language sentences, providing an instant 
translation of words, sentences, documents and even of speeches [7,8]. In the past, MT 
primarily relied on a set of predetermined translation rules and linguistic knowledge. 
However, nowadays state-of-the-art MT systems implement neural networks that use a 
training dataset of parallel texts to translate an input sentence to a target output by using 
the information acquired during its training [9]. MT serve as a useful tool that simplifies 
the way we communicate with people that speak other languages by providing large 
volumes of translated text or speech in a few seconds [10]. As the industry value con-
tinues to growth, so does the number of tools available in the market that are used 
worldwide by companies and individuals for many tasks1,2. Since this technology is 
broadly used, unexpected results such as mistranslations or biases could have severe 
implications.  Vieira et al. [8] conducted a review in which they explore MT bias across 
legal and medical fields. They reported interesting examples such as the low accuracy 
of Google Translate for translating medical instructions to patients suffering from dia-
betes. Additionally, they discuss an incident in which Google Translate was used by a 
police officer to obtain consent during inspections, which later faced challenges during 
the court audience due to concerns about overcoming language barriers. In both cases, 
the translation tools outcomes can cause serious damage to the individuals involved, 
underscoring the paramount importance of addressing these kinds of issues. 

In this study, we focus on examining the presence of gender bias within AI transla-
tion tools. Specifically, we selected five jobs mostly done by women and five jobs 
mostly done by men (on the basis of relevant reports). We then we constructed sen-
tences involving these jobs and translated them from Italian to English using the API 
of five different AI translation tools (Google Translate, Deepl, Microsoft Azure, GPT 
3.5 and Text DaVinci). All the original sentences in Italian did not include a subject 
(the gender was not made explicit). Since in Italian it is possible omitting the subject in 
a sentence, our experiment aims at measuring the gender bias in English translations 
where, on the other hand, the subject must always be made explicit. To compare the 
results obtained from an AI with those of human beings, we also developed a question-
naire that we submitted to a sample of Italian individuals.  

The purpose of this study is to address the limitations identified in the literature by 
investigating the presence of gender bias in the outcome of five different AI tools when 

 
1  Global Market Insights. (April 6, 2017). Machine translation market size worldwide, from 

2016 to 2024 (in million U.S. dollars) [Graph]. In Statista. Retrieved May 14, 2023, from 
https://www.statista.com/statistics/748358/worldwide-machine-translation-market-size/. 

2  Stanford University. (April 15, 2023). Number of commercial machine translation (MT) pro-
grams available globally from 2017 to 2022 [Graph]. In Statista. Retrieved May 14, 2023, 
from https://www.statista.com/statistics/1378793/mt-translation-programs-number/. 
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sentences without subject are presented. More specifically, we aim to answer the fol-
lowing questions: 

1. To what extent does gender bias occur inside the most common AI translation tools? 
2. Related to gender bias, are there differences in the output of a translation depending 

on how the query is formulated? 
3. Concerning the translation output, which jobs are most likely to be biased? 
4. What are the results of a comparison between the results obtained from an AI with 

those obtained by Human beings? 

The contribution of this study is structured as follows. In the next section, we provide 
a theoretical background about the gender bias inside MT along with the limitations 
detected and outline the methodology we used to perform our research. We subse-
quently present the results obtained together with the discussion. Finally, in the conclu-
sion section, we state the theoretical and practical contribution together with the limi-
tations and avenues for future research. 

2 Theoretical Background 

Inside the AI debate, research focusing on identifying, investigating, and addressing 
biases has become increasingly relevant [11]. Although AI and its subfields bring enor-
mous potentialities and advantages in many domains, the presence of biases could bring 
dangerous and unpleasant consequences [12]. Since AI is used worldwide by private, 
public and governmental organisations to support the decision-making process of many 
activities, its outcome influences many people simultaneously [13]. Bias inside data 
and resources used to train the AI model or inside the algorithm could cause and am-
plify issues such as discrimination, inequality, and lack of privacy and trust [12,14–17]. 

Among the possible biased outcomes concerning AI technology, the presence of 
gender bias inside neural MT tools has a significant relevance [18–20]. Gender bias 
occurs when one gender is preferred or prejudiced with respect to the others. NLP al-
gorithms or training datasets, on which machine translation tools are based, could rein-
force or amplify damaging gender stereotypes [17]. There are many real-world cases 
related to this issue, from resume filtering giving preference to male candidates, to 
credit applications refused to women even if they have a higher score than a male ap-
plicant [17,21]. 

Gender bias in MT tools based on AI could be attributed to different factors. For 
example, behaviours or habits embedded in society described by the training data could 
affect the outcome of a translator. Technical issues in the data or the algorithm used to 
develop the artefact could lead to some forms of gender bias. Finally, since AI tools are 
capable of learning, different use in various contexts could influence the behaviour of 
the MT [22]. 
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The presence of gender bias inside neural MT tools is not a new topic. There are 
many press articles that underlined sexist behaviour in online translators3-4. In addition, 
several articles also tried to inspect and also address this issue. Stanovsky et al., [18] 
propose an evaluation method for gender bias inside MT tools based on morphological 
analysis. They analysed six MT tools both industrial and academic and detected the 
presence of translation errors related to gender. Another study focuses on reducing gen-
der bias by training a neural MT tool and applying several automated techniques to 
address the issue. Results indicate that when these techniques are used to reduce the 
gender bias in a neural MT tool, the performances are worse with respect to the baseline 
system. Among the methods used only domain adaptation provides better results after 
a model is trained [19]. Bernagozzi et al., [20], used a method proposed by Srivastava 
et al., [23] to evaluate the presence of gender bias in MT tools that could be used by 
third parties. Moreover, through a questionnaire, they inspect the impact that such bi-
ases have on people and how this issue is perceived. Schiebinger [24] underlines the 
necessity to analyse gender bias inside MT tools as she notes their trend to translate 
with a default masculine form. 

Although this phenomenon has been studied several times, there are some aspects 
that still need to be addressed. The language source of multiple datasets used to perform 
the research is English [18,20]. Many studies have not considered the fact that in some 
languages sentences without a subject are valid while, in other languages, the subject 
must be outlined [23]. Moreover, some contributions use a limited number of tools to 
make comparisons and simple sentences [20,23]. To carry out the research we adapted 
the framework of Srivastava et al., [23] to assess the presence of gender bias inside MT 
tools without having access to their source code or training data.  

In the next section, we describe the process adopted to conduct our research. Starting 
from studies on gendered language concerning the reinforcement of gender stereotypes 
in job titles [25,26] and from statistics about the occupations mostly performed by a 
specific gender, we developed a set of sentences to translate. Every phrase is related to 
a specific job that could be used to identify both men and women (gendered-language 
free). We avoided referring to occupations that could be related specifically to mascu-
line or feminine forms to avoid possible bias due to gendered language.  

3 Methodology 

This contribution adopts an exploratory design as the main aim is to seek new insights 
into the evaluation of gender bias inside AI translation tools [27]. Our primary goal was 
to assess the presence of bias in translators when a sentence with no subject (a common 
practice in some languages) is translated into a sentence in which the subject must be 

 
3 Parmy Olson, The Algorithm That Helped Google Translate Become Sexist, Forbes. Availabel 

at: https://www.forbes.com/sites/parmyolson/2018/02/15/the-algorithm-that-helped-google-
translate-become-sexist/. 

4 Shivali Best, Is Google Translate SEXIST? Users report biased results when translating gender-
neutral languages into English, Daily Mail. Available at: https://www.dailymail.co.uk/sci-
encetech/article-5136607/Is-Google-Translate-SEXIST.html 

https://www.forbes.com/sites/parmyolson/2018/02/15/the-algorithm-that-helped-google-translate-become-sexist/
https://www.forbes.com/sites/parmyolson/2018/02/15/the-algorithm-that-helped-google-translate-become-sexist/
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mandatorily made explicit. To this end, we have developed a set of sentences in Italian 
in which the subject has not been made explicit and which can be attributed to either a 
male or a female and then we translated them in English. Each sentence focuses on ten 
particular jobs, which we chose by searching within Eurostat databases5-6, in World 
Bank Group7 and U.S. Bureau of Labor Statistics8 reports. More specifically, we se-
lected the five jobs mostly done by women and just as many held mostly by men. In 
order to be selected, the name of the job had to be impersonal in Italian (not attributable 
to a male or female audience). We developed three sentences for each job, the first one 
quite simple, while the other two more elaborate. Since all sentences have been trans-
lated in English, we arranged for the first sentence to contain only personal pronouns, 
while the other two contained both personal pronouns and possessive adjectives. As an 
example, the following three sentences are those already translated in English and re-
ferring to carer (in bold the words concerning the gender): 

• She said she works as a carer in the home of an elderly person. 
• She started her job as a carer after an elderly person requested assistance. 
• After losing her job as a carer, she thought of changing life.  

In the next step, we selected the tools used to perform our study. We chose them ac-
cording to two parameters: the popularity of the translator and the availability of the 
APIs. After a screening, we chose three of the most used neural MT tools in the market: 
Google Translate, DeepL, and Microsoft Azure. Since LLM models are becoming more 
and more relevant inside the debate and are also trained on much bigger datasets than 
translators, we decided to add to the current list, the models GPT 3.5 turbo and Text-
DaVinci 003 on which Chat GPT is based [5,28]. We referred to the API documentation 
of these MT tools to write a Python script in which we translated the 30 sentences in 
three different ways, first, we translated the entire text corpus (all sentences at once), 
then we translated all the corpus from an external document and finally, we translated 
the sentences one by one. The results, consisting of 90 translations per tool, were listed 
in an Excel sheet and labelled according to the gender that was made explicit in the 
English translation (M for male, F for female and N for neutral) and job. Depending on 
the output of the translation we classified the results as biased when the output reflects 
the underlying data used to develop the sentences, converging biased when the output 
is influenced by the previous translations (underlying data) and converges towards the 
same result and unbiased when the output is translated using in a neutral way or the 
translation path doesn’t reflect a biased behaviour. 

 
5  European Jobs Monitor 2021: Gender gaps and the employment structure. Available at: 

https://www.aranagenzia.it/attachments/article/12440/European%20Jobs%20Moni-
tor%202021-Gender%20gaps%20and%20the%20employment%20structure.pdf 

6  Jobs still split along gender lines. Available at: https://ec.europa.eu/eurostat/web/products-
eurostat-news/-/EDN-20180307-1 

7  Gender-based Employment Segregation: Understanding Causes and Policy Interventions. 
Available at: https://documents1.worldbank.org/curated/en/483621554129720460/pdf/Gen-
der-Based-Employment-Segregation-Understanding-Causes-and-Policy-Interventions.pdf 

8  Labor Force Statistics from the Current Population Survey. Available at: 
https://www.bls.gov/cps/cpsaat39.htm. 
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We then analysed the results measuring the presence of bias in the translation con-
sidering each tool both individually and in aggregated form. Then we compared the 
results with those obtained from the questionnaire for each job. Lastly, we consider the 
translation trend between the different responses to the last question concerning the aim 
of the study. 

To better explain the processes on which the research is based we graphically repre-
sented our research protocol (Fig. 1) that we adapted from the model of Srivastava et 
al., [23] to assess the presence of bias inside MT tools by third parties. Moreover, to 
assess the presence of bias, we take into account the statistics concerning the gender 
gap inside the selected jobs. To make the model clearer and more reproducible we used 
the business process modelling notation (BPMN).  

 
Fig. 1. Research protocol 

In this study, we also developed a questionnaire to compare the results obtained by AI 
tools with those obtained by humans. More specifically, our aim is to understand 
whether gender bias is still present in the way people think in our society.  

The questionnaire reported the 30 sentences in Italian translated into English, to 
which all references regarding gender (pronouns and adjectives) were appropriately re-
moved, by asking the respondent to complete the sentences giving them a proper mean-
ing (fill in the blank questions). All the sentences were presented in the same order they 
were submitted to the AI tools. At the beginning and at the end of the form were also 
asked demographic questions. The first question was related to the English level to 
assess the familiarity of the respondents with the language. After completing the 30 
questions related to the translated sentences, respondents were asked: the gender they 
identify with, their Italian region of origin, their age, and their educational qualification. 
All the demographic questions, although mandatory had the option “I prefer not to an-
swer” or “other”. Finally, we added a further question asking the respondent to explain 
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in a few words what was in her/his opinion the main aim of this study. After the ques-
tionnaire was completed, we provided information about the objective of the research. 

We decided to use the fill in the blank structure for various reasons. First, letting 
people translate all the sentences would have gone beyond our purposes and would 
have led to possible errors and a difficult analysis of the outcomes, caused by an exces-
sive amount of noise within the dataset. Then, we wanted to make the questionnaire 
available for the people that are not proficient in the English language, by reducing the 
possibility of mistakes due to their lack of expertise.  

We submitted the questionnaire to a random sample of 100 Italian speakers. The 
respondents were 53. Of these responses, 11 were discarded because they were incon-
sistent with what was required within the questionnaire. The data concerning the 42 
questionnaires, was collected from late April to early June 2023. To develop the survey, 
we used the tool Jotform. Further information about the sample is discussed in para-
graph 4.2. 

4 Results 

In this section we present the results obtained by the analysis conducted on the transla-
tion tools first and then the outcome of the questionnaire. 

4.1 Analysis of AI translation tools 

We analyse the results given by the MT tools considering first the outcome of every 
single tool, concerning the presence of bias, taking into account the statistics that we 
used to select the jobs to develop the sentences (Fig. 2). For each AI tool, we provide 
the percentage of female, male and neutral translations both in aggregate (statistics for 
the five jobs done mostly by men and by women) and individual form (statistics for 
every single job selected). Afterwards, we summarise those results in a combined dia-
gram.  

Microsoft Azure. The tool is consistent between the three methods of translation. 
We obtained the same results by translating the 30 sentences from an external docu-
ment, the whole text at once and one sentence at a time. Concerning the distinction 
between groups' jobs (male vs female according to the statistics) results point out a 
balance regarding the translations of the sentences related to the occupations held 
mostly by women (53% female translations vs 47% male translations). While the tool 
obtains good results regarding the previous group, when it comes to the one populated 
by jobs done mostly by men the outcome becomes highly biased. In this group, all the 
translations are in the masculine form (0% female translations vs 100% male transla-
tions). By looking at single jobs, almost all of them are always translated using the 
masculine or the feminine form. The only exception is represented by kindergarten 
teacher (67% female translations vs 33% male translations). Finally, the only two oc-
cupations translated with the feminine form are carer (translated by the tool as care-
giver) and secretarial assistant. All the other jobs are translated always using male ad-
jectives and pronouns. 
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DeepL. This tool presents a few differences between the methods of translation. 
Taking into account the outcome obtained by translating all the text from an external 
document, there is a perfect distinction between the female group job (100% female 
translations vs 0% male translations) and the male group job (0% female translations 
vs 100% male translations). Considering the methods of translating the whole text at 
once and one sentence at a time, the results are consistent for the occupations held 
mostly by men (0% female translations vs 100% male translations). While for the fe-
male group job, there is a small component translated with the masculine form (80% 
female translations vs 20% male translations). Concerning the single occupations, we 
have a clear distinction for the jobs done mostly by women (carer, kindergarten teacher, 
secretarial assistant and cleaner, 100% female translations vs 0% male translations) and 
the jobs done mostly by men (truck driver, bricklayer, electrician, engineer and IT tech-
nician, (0% female translations vs 100% male translations). The only exception is rep-
resented by customer service (33% female translations vs 67% male translations). 

Google Translate. This translator has substantial differences between the outcome 
obtained by translating all the text from an external document and the other two meth-
ods. By looking at the results of the first method, all the sentences are translated using 
the masculine form for both female group job (6% female translations vs 100% male 
translations) and male group job (0% female translations vs 100% male translations), 
the only exception is represented only by the first sentence (a simple phrase with the 
job carer). Concerning the other two methodologies, results indicate a degree of varia-
tion in translations related to works carried out by a female majority (66% female trans-
lations vs 33% male translations) and almost no variation regarding the male group job 
(6% female translations vs 94% male translations). Looking at the overall results of the 
three translation methods, there is almost an equality between masculine and feminine 
forms in the women's group of jobs (47% female translations vs 53% male translations), 
while in the male group, there is almost a total trend in translations using the masculine 
form (4% female translations vs 96% male translations). By analysing the single jobs, 
it can be noted a variation for all the occupations contained in the female group. Kin-
dergarten teacher, secretarial assistant and cleaner are equal with 44% of translations 
using feminine forms and 56% using a masculine form. Also, carer (78% female trans-
lations vs 22% male translations) and customer service (22% female translations vs 
78% male translations) are translated using different forms. Regarding the men group, 
the only job that has outcome translated with the feminine form is IT technician (22% 
female translations vs 78% male translations). 

Text DaVinci-003. In the tool analysis, we have found consistency between the 
translation from an external document and the whole text at once. In particular, through 
these two methods, we obtained a one-way outcome, consisting of all sentences trans-
lated with the masculine form for both groups (0% female translations vs 100% male 
translations). Things change by translating the statements one by one only regarding 
the female group job (87% female translations vs 13% male translations). Overall, there 
is an overwhelming majority of the male form of translation, with the female counter-
part only present in the third method of translation (14% female translations vs 86% 
male translations). Concerning the single jobs there is a variation only regarding the 
female group. Carer, kindergarten teacher and cleaner are translated 33% of the time 
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with a female form and 67% with a male form. While customer service and secretarial 
assistant sentences are translated using a feminine form (22%) and using a masculine 
form (78%). 

GPT 3.5 Turbo. The last tool has a difference from the others as it is an LLM tool 
which the primary function is the generation of textual content and not only translation. 
Since it doesn’t support the translation from an external document, we have opted in-
stead for a continuous interaction (hit and run talk) where we submitted the sentences 
one by one without resetting the chat. Starting from the method just described results 
indicate the prevalence of feminine form for the translation of the sentences in both 
groups of jobs. Only the last sentences in the men group have been translated with a 
male form and the last one with a neutral form (73% female translations, 20% male 
translations, 7% neutral translations). Taking into consideration the method regarding 
the whole text translated at once, all the translations have been made using the male 
pronouns and adjectives (0% female translations vs 100% male translations). Finally, 
when the chat was reset for each sentence, we had as a result a small variation between 
male and female forms in the women group job (67% female translations vs 33% male 
translations) and a univocal translation concerning men group (0% female translations 
vs 100% male translations). By looking at the jobs, it could be noted that all the occu-
pations present a variation (carer and secretarial assistant 67% female, 33% male, 
cleaner and kindergarten teacher 56% female, 44% male, customer service and truck 
driver 33% female, 67% male, bricklayer, electrician and engineer 22% female, 78% 
male and IT technician 22% female, 67% male and 11% neutral). 

 
Fig. 2. Jobs distribution across genders (tools taken separately). 

Overall results. After inspecting each tool, we decided to take into consideration the 
results in aggregated form. Results highlight a substantial difference between the fe-
male group job (54% female translations vs 46% male translations) and the male group 
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job (6% female translations, 94% male translations, 0.4% neutral translations). Con-
cerning the jobs (Fig. 3), all occupations related to the men's group are translated almost 
exclusively using male adjectives and pronouns (truck driver 7% female, 93% male, 
bricklayer, electrician and engineer 4% female, 96% male and IT technician 9% female, 
89% male and 2% neutral). As regards jobs done mainly by women, there is much more 
variation (carer 76% female, 24% male, kindergarten teacher 60% female, 40% male, 
secretarial assistant 67% female, 33% male, cleaner 47% female, 53% male and cus-
tomer service 22% female, 78% male). 

 
Fig. 3. Gender distribution across jobs taken singularly (tool aggregate data). 

4.2 Analysis of the survey 

On the basis of the demographic information gathered from the survey, 57% (24) of the 
respondents identify themselves as woman while 43% (18) as men. The majority of the 
respondents are between 26-35 years old (55%); the other group is represented by peo-
ple whose age is between 18 and 25 (40%) and 55-65 (5%). Regarding the Italian region 
of origin, most of the people who answered the questionnaire came from Lazio (26%) 
and Abruzzo (43%) (central part of the country). As for the educational background, 
almost all the respondents have a bachelor’s or a master’s degree (74%), other partici-
pants have a PhD (12%) and a high school diploma (12%), only one preferred not to 
say his background. Finally, 12% of the participants have a C2 knowledge of the Eng-
lish language, while the 31%, 29%, 23% and 5% have respectively C1, B2, B1 and A2 
knowledge. Considering the data in aggregate form it can be distinguished a similar 
pattern to that observed for data collected from the tools (female group job: 55% female 
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translations, 37% male translations, 8% neutral translations, male group job: 14% fe-
male translations, 79% male translations, 7% neutral translations). Concerning the sin-
gle jobs there is also consistency between tool data and questionnaire data with slight 
differences regarding cleaner and engineer. Fig. 4 display the results concerning the 
differences in translation between the selected jobs. We have more variation concerning 
the occupations held mostly by women (carer 62% female, 32% male, 6% neutral, kin-
dergarten teacher 56% female, 36% male, 8% neutral, secretarial assistant 55% female, 
38% male, 7% neutral, cleaner 65% female, 29% male, 6% neutral and customer ser-
vice 39% female, 49% male, 12% neutral) than the men’s group of jobs (truck driver 
4% female, 90% male, 6% neutral, bricklayer 8% female, 87% male, 6% neutral, elec-
trician 11% female, 83% male, 6% neutral, engineer  24% female, 67% male, 9% neu-
tral and IT technician 25% female, 66% male and 10% neutral). 

 
Fig. 4. Gender distribution across jobs taken singularly (questionnaire data). 

As the sample is still too small, we decided to compare only the answers of male and 
female respondents. There is no noticeable difference between the answers, although 
male individuals (female group job: 46% female translations, 47% male translations, 
8% neutral translations and male group job: 18% female translations, 74% male trans-
lations, 8% neutral translations) are less biased than female ones (female group job: 
63% female translations, 29% male translations, 8% neutral translations and male group 
job: 12% female translations, 82% male translations, 6% neutral translations). After-
wards, taking into consideration the further question concerning the perceived object 
of this research, it was possible to see how much awareness of the nature of the analysis 
had an impact on the responses.  
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Fig. 5.   Gender distribution across jobs, based on the respondent awareness of the research 

aim. 

We divided the answers to the question by categorising them with “unaware” (16 par-
ticipants) if there is no awareness from the respondent concerning the aim of the re-
search, “almost aware” (7 participants) if there is partial awareness and “aware” (19 
participants) if there is total awareness. Looking at the data (Fig. 5), the answers appear 
very similar regardless of the level of awareness the survey participant has. Respond-
ents belonging to the category “unaware” (female group job: 44% female translations, 
48% male translations, 8% neutral translations and male group job: 10% female trans-
lations, 83% male translations, 7% neutral translations) appear to be less biased on the 
female job group than respondents belonging to category “almost aware” (female group 
job: 57% female translations, 40% male translations, 3% neutral translations and male 
group job: 19% female translations, 78% male translations, 3% neutral translations) and 
“aware” (female group job: 62% female translations, 28% male translations, 10% neu-
tral translations and male group job: 17% female translations, 74% male translations, 
9% neutral translations), but more biased regarding the men’s job group. 

5 Discussion 

Based on the gathered data, our objective was to extract the necessary information to 
address our research questions. In examining the individual translation generated by the 
MT tools, we identified two primary biases. The first bias occurs mostly when the data 
is translated from an external document (DeepL, Google, DaVinci) or when the sen-
tences are submitted all at once (DaVinci, GPT). We called this behaviour converging 
bias because the tool is influenced by the first translation output and remains consistent 
from the beginning until the end of the task. The second bias pertains to the inclination 
towards a specific gender when it becomes necessary to explicitly state the subject of a 
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sentence during translation. In instances where the occupation is predominantly asso-
ciated with women, there exists some diversity in the form (masculine or feminine) 
used for translation. However, concerning occupations predominantly associated with 
men, the outputs reveal a presence of significant gender bias, as depicted in Figure 6. 

Data used in AI, as it is the case of MT tools, is sourced from user-generated content 
or collected through other systems developed by humans. Consequently, any bias pre-
sent in human behaviour become embedded in these systems, and their algorithms may 
reproduce, or even increase, existing biases [29]. Institutional bias refers to the ten-
dency for the procedures and practices within institutions to operate in ways that favour 
certain social groups while disadvantaging others [30]. This bias does not necessarily 
stem from deliberate discrimination, but rather from the majority adhering to existing 
norms, with institutional sexism and gender discrimination being common examples of 
institutional bias. Therefore, a plausible explanation of the observed converging bias 
lies in institutional bias, where some discriminatory practices may have become in-
grained in the data used by the MT tools.  

In the context of LLM tools, GPT 3.5 gave more interesting results than classical 
MT tools, especially during the continuous interaction where we submitted the sen-
tences one by one without resetting the chat. At first, the tool was hung up on the trans-
lation using only the feminine gender (converging bias), towards the last sentences to 
be translated it specified the fact that it had changed to the masculine pronoun as the 
gender of the worker was not specified in Italian. This behaviour represents a form of 
gender bias in the underlying data as the tool began to translate with male pronouns and 
adjectives coinciding with work mainly performed by males. During the last sentence, 
however, he used both the masculine and feminine forms for the translation. Intrigued 
by his behaviour, we continued to iterate sentences, and although the gender bias con-
tinued to be experienced, the tool started to use the neutral form more often. This can 
be interpreted as a sign of the superiority of LLM's ability to learn from a restricted data 
set. 

Taking into consideration the single jobs, the most biased ones are related to the 
occupations mostly held by men. All of them have a masculine form translation rate of 
over 89%, determining the presence of a gender bias within the MT tools. This trend is 
not explainable by the converging bias, as the translation always began with the female 
job group. Regarding the occupations mostly detained by women, the most biased job 
seems to be the carer, followed by the secretarial assistant and the kindergarten teacher. 
The cleaner is the job that has almost gender equality among the translations, while 
customer service is biased more on the male side. Finally, IT technician is the only job 
that was translated using a neutral form (Fig. 3).  

When comparing the results of the translation and the results of the questionnaire, 
no major differences emerge. Looking at Fig. 6, it is interesting to note that the ratio is 
similar between the two outcomes, although the results of the survey appear to be less 
biased, especially by looking at the fact that there are more neutral translations in which 
both male and female pronouns and adjectives are used. The same trend is noted by 
taking into account the single jobs. With the exception of cleaner, all the jobs appear to 
be less biased presenting a more equal distribution between genders. Truck driver, 
bricklayer and electrician, however, are still heavily biased.  
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Social constructionist theory posits that gender is a socially constructed concept 
shaped by cultural, societal, and historical factors [31], and may serve as a theoretical 
explanation for the similar results provided by the MT tools and the questionnaire. As 
mentioned before, bias in AI can arise when the training data used to develop AI sys-
tems reflects and perpetuates societal biases and stereotypes. Hence, if the training data 
contains gender imbalances or reinforces gender stereotypes, the AI system may learn 
and perpetuate those biases in its outputs. 

 

Fig. 6.   Gender distribution across male and female group jobs (tools vs questionnaire). 

After an aggregate analysis, we further inspected the data gathered from the survey. 
More specifically, we divided the responses according to gender and according to 
awareness about the research scope. From this analysis not emerged substantial differ-
ences, both in terms of gender difference and awareness of the purpose of the research 
(Fig. 5). However, the male respondents seem to be less biased with respect to the fe-
male respondents, while the participants that had no awareness about the aim of the 
study are less biased for what concerns the female job group. 

Previous research has identified three approaches for bias mitigation [32]. Firstly, 
pre-processing methods concentrate on the data, with the aim of generating a "bal-
anced" dataset that can be utilised by any learning algorithm. The underlying concept 
behind these approaches is that by ensuring fairness in the training data, the resulting 
model will exhibit reduced discrimination. Secondly, in-processing methods centre 
around the ML algorithm itself, where the classification problem is reformulated by 
explicitly incorporating the model's discriminatory behaviour into the objective func-
tion through regularization or constraints. Thirdly, post-processing methods focus on 
the ML model by either modifying its internal mechanisms (white-box approaches) or 
adjusting its predictions (black-box approaches). 

6 Conclusion 

This study aims to investigate gender bias within some of the most widely used neural 
machine translation and large language model tools. To conduct this research, we care-
fully selected a set of thirty Italian sentences related to ten specific gender-neutral oc-
cupations that can be expressed in both masculine and feminine forms. In our transla-
tions, we intentionally omitted the explicit mention of gender. These sentences were 
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then translated from Italian to English using various AI tools. Additionally, we designed 
a survey to gather translations of the same sentences from human participants. The pur-
pose of this survey was to compare the responses obtained from the AI tools with those 
provided by human translators.  

The results reveal the existence of two distinct biases. The first one, called converg-
ing bias, describes the tendency of the translation tool to utilise the same form of trans-
lation for all occurrences in the dataset, based on the initial translation. The second bias, 
known as gender bias, signifies a preference for a specific translation form (either male 
or female) over the other. In our dataset, gender bias is highly associated with occupa-
tions held mostly by men, while jobs which are statistically done by a female majority 
have more variation. We also determined the more biased jobs according to the group 
selected and investigated the discrepancies arising from different input modalities (full 
text, external document, one sentence at a time). Lastly, the results of the survey are 
consistent with the outcomes obtained from the translations of the tools. Notably, there 
is no significant difference in the outcomes based on the gender of the respondents or 
their awareness of the research objectives. This research serves as an initial exploration 
into the presence of gender-related biases within AI translation tools. 

In the research, the observed gender bias could have different implications in society. 
For example, bias could reinforce the behaviour already embedded in the people by 
perpetuating the stereotypes about jobs and societal roles. Moreover, such issues could 
under-represent a determined gender leading to translation and non-recognition prob-
lems (women or men are not taken into consideration in determined translation con-
cerning a specific job, for example). Under-representation issues in a specific tool could 
also affect gender representation across different cultures [22].  

This paper has both theoretical and practical contributions. From a theoretical point 
of view, we contributed to the literature concerning AI bias derived from the data used 
to train the models by inspecting the occurrence of bias inside translations made by AI 
tools. Specifically, we described and implemented a method to assess the presence of 
gender bias inside MT and LLM tools and compare their performances with human 
behaviour and tendencies. We focused on translating sentences from a language that 
allows the omission of the subject in sentences to a language that requires the subject 
to be made explicit. To this end, we adapted the framework given by Srivastava et al., 
[23] to better represent the process of developing and translating the dataset occurrences 
and assessing the presence of bias. We discovered the presence of a converging bias in 
which the outcome is influenced by previous translations. Overall, our research meth-
odology could be used to obtain preliminary insights into the phenomena under inves-
tigation. 

From a practical point of view, this article can assist developers and designers to 
better identify the presence of gender bias inside translation tools. While the presence 
of gender bias within these tools has been discussed both in scientific literature and 
press articles [18], there is still considerable work to be done to address this issue and 
enhance the fairness of these AI tools. There is also the need to establish standardised 
and unbiased ways to measure and identify such biases inside MT tools to rigorously 
evaluate their outcome and give suggestions on which issues should be addressed. 
Moreover, as highlighted by Tomalin et al. [19], it is not always necessary to address 
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the bias in the underlying data before the training of the algorithm, as this may lead to 
a worse outcome in certain cases. Our results indicate that these kinds of bias are em-
bedded inside the society and are subsequently transferred to AI tools. For this reason, 
it is crucial to address societal behaviour by raising awareness among individuals re-
garding these issues. In this scenario, governments, firms, and policymakers should 
play a central role in nudging people to give more attention to these aspects and, hence, 
in changing their behaviour. Additionally, it would be interesting to further explore how 
to evaluate a biased behaviour, particularly in the context of determining the right trans-
lation for each sentence.  

The study also presents some limitations. First, the dataset used in this research com-
prise only ten jobs and thirty sentences. Future studies could increase the dataset in 
order to explore gender bias across a broader range of occupations and also assess the 
presence of gender bias in more complex sentence structures. Moreover, concerning 
the usage of AI online tools, it would be interesting to investigate if the geographical 
location from which the translation request is performed (e.g., using a VPN connection) 
could affect the final outcome. Culture traits characterizing a specific geographical zone 
could influence the results as well as the iterative nature of translation requests. Addi-
tionally, the current study focused solely on Italian to English translations. Future stud-
ies could use more languages that allow subject omission in the construction, such as 
Spanish or Persian. Finally, concerning the survey, the sample used could be improved 
by increasing the number and demographic variety of the respondents in order to have 
more meaningful insights from the collected data.  
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