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Abstract. Obstacle avoidance is considered as one of the main features of
autonomous intelligent systems. There are various methods for obstacle avoid-
ance. In this paper, obstacle avoidance is achieved by the difference between
left wheel velocity and right wheel velocity of differential drive robot. The
magnitude of difference between the wheel velocities is used to steer the robot
in correct direction. Data is collected by driving the robot manually. Ultrasonic
sensors are used for distance measurement and IR sensors are used to collect the
data of wheel velocities. This data is used to build a linear machine learning
model which uses sonar data as input features. The model is used to predict the
wheel velocities of the differential drive robot. The model built is then pro-
grammed into Atmega328 microcontroller using Arduino IDE. This enables the
mobile robot to steer itself to avoid the obstacles. Since all the components used
for this robot are highly available and cost effective, the robot is economically
affordable.

Keywords: obstacle avoidance, autonomous mobile robot, Arduino , Nodemcu,
raspberry pi , machine learning, regression, stochastic gradient descent ,
pseudo inverse.

1 Introduction

Robotics have transformed and revolutionized industries in various fields. One of
the recent trends in robotics is autonomous robots. They have gained much popularity
because manual intervention is not required to control the robot. These robots can
take decisions by themselves. They use a variety of sensors to sense the changes in
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their environment. Machine learning and artificial intelligence allows these robots to
take decisions by themselves and maintain high degree of autonomy.

Autonomous robots have been useful in developing self driving cars, intelligent
rovers, autonomous delivery systems, unmanned vehicles, surveillance robots etc.
These wide arrays of applications led to the increase in research community of
autonomous systems.

Obstacle avoidance is considered as one of the important features of autonomous
mobile robots. Various algorithms have been successful in achieving obstacle avoid-
ance for mobile robots autonomously. In the paper “The Obstacle Detection and Ob-
stacle Avoidance Algorithm Based on 2-D Lidar”[1], Peng Yan et al, used a 2-D
LIDAR sensor with measuring range of up to 80m. They proposed a simple solution
using visibility graph method. Using raw data from LIDAR sensor, the position and
shape of the obstacle is found out. Then, optimum direction is selected by using a cost
function.

Another method to avoid obstacles is by using image processing. Cheng-Pei, et al.
[2] proposed a solution for obstacle avoidance using single camera. They have used a
camera and two laser projectors fixed on same base. They have used image based
distance measurement system (IBDMS) to find the location of obstacles from the
image. It consists of simple image processing steps. Path planning is also done to
achieve autonomous patrol.

One of the easiest ways to detect obstacles is by using ultrasonic sensor. It gives
the range of obstacles in front of it. Jin, Yun, et al. [3] developed an omnidirectional
intelligent obstacle avoidance system. They used an ultrasonic sensor supported by
pwm servo motor which helps it to rotate in any direction. The obstacle distances
measured by the ultrasonic sensor are stored in an array for selecting an optimal path.
The intelligent car will move in the direction obtained by minimizing the objective
function [3].

Wu, Ter Feng, et al. [4] also used ultrasonic sensors to implement a real time ob-
ject avoidance system for wheeled robots. They used six ultrasonic sensors to measure
the distance between the robot and the obstacles. It uses wall following method to
achieve optimal path design. But the robot may or may not reach the target, which is a
drawback of that system.

In the paper, "Video surveillance robot control using smart phone and Raspberry
pi.", Bokade et al[5]., has created a robot which can be controlled by using the mobile
phone. They have used raspberry pi to control the robot through wireless connection.
The streaming speed of the video is 15 frames per second.

Singh et al[6], proposed a wireless robot to live stream both video and audio. The
robot can be used as a surveillance robot. A web application is developed to control
the robot wirelessly. Arduino Uno R3 board is used to control the mobile robot.

Kadiam et al[7], developed a robot that can be used for video surveillance using
wifi and raspberry pi. They have used ARM 11 processor and a USB camera to cap-
ture the video. The USB camera is connected to Raspberry pi. The video is then used
for extracting useful information using data mining techniques and pattern recogni-
tion. This process can be often termed as smart surveillance [8].



Lei Tai [9] et al., in his paper proposed a deep network solution for obstacle avoid-
ance of the robot. They used convolutional neural networks for capturing images as
input and for the decision making process which is an output that gives commands to
the robot in which direction it should move while avoiding the obstacles. The dataset
that has been used for training the network has been collected by moving the robot
manually by avoiding the obstacles. The robot is confined to avoid the obstacles in the
indoor environment .The model shows high similarity between human decisions and
robot decisions while avoiding the obstacles.

Shichao Yang [10] et al., predicted the trajectory of the robots to avoid the obsta-
cles using deep networks. The detection of the obstacles and generating the com-
mands to the robot is done from the monocular images. The dataset that is used for
training the model is NYUv2 RGB-D. Convolutional neural networks are used to
predict the depth and surface normal and also to predict the trajectory of the robot.
The 3d cost functions are used which helps in choosing the best trajectory path.

Wilbert G [11] et al., proposed a system for obstacle avoidance for unmanned ae-
rial vehicles. The input images are taken from the camera and compared to the images
that are stored in the database. They include SURF which detects the obstacles and
avoid them using the control law. The UAVSs recovers the path after avoiding an ob-
stacle. The proposed system is faster in detecting the obstacles and flexible.

Mihai Duguleana [12] et al., proposed a new methodology for solving the issue of
autonomous development of robots that contain both static and dynamic obstructions.
They proposed path planning with artificial intelligence approaches .They designed a
trajectory planner algorithm so that robot can be maintained at any speed. They mod-
elled the robot in VR and MATLAB and they also tested in both VR and in real envi-
ronment.

Punarjay Chakravarty [13] et al., proposed CNN Architecture for predicting depth
estimation from a single image. They proposed control algorithm for estimating depth
for guiding a quadrotor away from obstacles. They collected data that is online im-
ages , trained the network and controlled the drone. They calculated the performance
of the depth network in navigating the drone in different environments.

Wilbert G. Aguilar [14] et al., proposed an algorithm for obstacle avoidance sys-
tem for unmanned aerial vehicles using one-eyed camera. They also tested the execu-
tion system including the obstacle detection and obstacle avoidance. They proposed
Speeded up Robust Features (SURF) algorithm that is matching across the image
from database and real time image at Unmanned Aerial Vehicles, this algorithm gives
the high execution considering the accuracy.

2 Methodology

In this paper, ultrasonic sensors are used to collect data related to range of the ob-
stacles and IR sensors to measure the wheel velocities. Unlike other methods we use
the collected data to build a machine learning model, which takes ultrasonic sensor



data as input feature and predicts the left wheel velocity and right wheel velocity. The
entire process of building the autonomous obstacle avoidance robot is divided into
three phases as shown in fig 1.

PHASE 1

Data Collection

Vi

PHASE-2

Model Building

Vi

PHASE-3

Applying the model in mobile
robot

Fig 1. Overview of building the autonomous object avoidance robot

Data is required to build a machine learning model to achieve obstacle avoidance.
We used two sensors for collecting the data. They are ultrasonic sensor and IR sensor.
The two sensors are placed on the mobile robot. Raspberry pi is used to collect the
data from these sensors.

The ultrasonic sensors are used to collect the range of obstacles in front direction.
IR sensors are used to collect the rpm of left wheel and right wheel. Rpm values can

be converted to into speed in metres per second using formula 1.

speed = 3.14159 x — « 222 (@)

100 60

Fig 2. Raspberry pi and sensors connection.

The circuit diagram for the sensors and raspberry pi shown in the fig 2. Note that
the Ultrasonic sensors is placed in the front side of the mobile robot and IR sensors
are placed facing towards the wheels of the mobile robot as shown in the figure 3.



‘Fig 3. Position of sensors on the mobile robot

The mobile robot is controlled by NodeMCU [16]. The DC motors of the mobile
robot are connected to NodeMCU as shown in fig 3. The circuit diagram for the DC
motor connections with NodeMCU is shown in fig 4.

Fig 4. DC motor and NodeMCU connections

NodeMCU is connected to a mobile app which controls the mobile robot by chang-
ing the wheel velocity from the app. This helps in the manual training of the robot.
The app which controls the mobile robot during training phase is should in figure
5.The android application can be built using MIT app inventor tool [17]. The connec-
tions of android app and Nodemcu are shown in figure 6.

RoboSapiens

RoboSapiens

SETIP 192.168.43.22

Fig 5. Android app to control the mobile robot manually.
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Fig 6. Connections between android application and nodemcu.

Algorithm to train the mobile robot manually and the collect the sensor data:

1. Turn on the mobile robot by powering it with a battery or a power bank.

2. Connect to the mobile robot from the android application by using the IP address
of NodeMCU.

3. Control the movement of the mobile robot manually by using the android appli-
cation.

4. Avoid obstacles by controlling the mobile robot only in one direction i.e. either
left or right. Here let us choose right direction only.

The data collected during the training phase is stored as a dataset in raspberry pi.
The features stored in the dataset include obstacle distance in centimetres, left wheel
speed and right wheel speed in terms of rpm. The sample dataset is shown in tablel.

Table 1. Sample dataset for the machine learning model

Sonar Distance Left wheel veloc- Right wheel veloc-
(cm) ity(rpm) ity(rpm)
30 1000 1000
25 950 950
23 900 855
21 850 800
15 800 500
10 800 200

The flow chart for the data collection phase is shown in fig 7.
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Fig 7. The analysis diagram for phase 1

The dataset collected from the training phase is used to train the regression model.
The input features for the training model is object range. We use this single feature to
predict the left wheel velocity and right wheel velocity of the mobile robot. The flow-
chart for model building phase is shown in fig 8.

The machine learning model used for predictions is linear regression model. We
use a simple linear model of degree © d © to predict the left wheel velocity and right
wheel velocity. The model used for the velocity prediction is shown below.

Model equations for wheel velocity:

V[L]=W0+W1*x+W2*x2+...+de
VIL]=WO0+W'1lxx+W'2 *x2 4+ W'ad

V[I] = velocity of the left wheel

V[r] = velocity of the right wheel.

Where w0 , wl ,w2 ... wd , w’0, w’l , w’2 ... w’d are the parameters of the model
which are found out using stochastic gradient descent algorithm. Pseudo inverse algo-
rithm can also be used to find out the weights ‘w’. The equation to find out w using
stochastic gradient descent algorithms is shown below.

Update rule for weights in stochastic gradient descent:

Error function E = %

E; = (y —yd)®
Y = predicted velocity
Yd = desired velocity



wii] = W[i] - * dw[i]

Where ‘1’ is a chosen parameter called learning rate which varies between 0 and 1
and dwf[i] is the gradient of the error function corresponding to the weight w[i].

By iteratively updating the weights the error function is minimized and the optimal
weights are found out for the model.

The final model obtained by the optimal weights can be used in the mobile robot to
achieve the obstacle avoidance algorithm.

The other way to find the weights of the model is using the pseudo inverse algo-
rithm shown in figure 8.

Calculate the i
Separate training Substitute the pseudo inverse Calculate weights Send weights for
and test data * equation y=Aw A'-(ATA) 1,T w=Aty —*|  prediciion

Fig 8. Pseudo inverse algorithm to find weights of the model

3 Obstacle Avoidance algorithm

There are three ultrasonic sensors placed on the mobile robot during testing phase on
the front, left and right side.
The obstacle avoidance algorithm for the mobile robot is shown below:
1. Read the distance value from front side ultrasonic sensor of the mobile robot.
2. If the distance is greater than 25cm set the left wheel velocity and the right
wheel velocity of the mobile robot as follows, otherwise go to step 3.

VII] = V[r] = 1000
Here 1000 is the pwm value sent to the DC motors.
3. If the distance is less than 25cm then read the distances values of ultrasonic
sensors from left and right side of the mobile robot.

dl = left side distance of the obstacle
dr = right side distance of the obstacle

(@) Ifdl <10cm and dr > 10 cm then the robot should turn right side . We use
the machine learning model to calculate the wheel velocities using right turn
model.

(b) Ifdl>10cm and dr < 10 cm then the robot should turn left side. We use the
machine learning model to calculate the wheel velocities using the right turn
model and interchange the left and right wheel velocities.



(c) If dl <10cm and dr < 10 cm the robot turns backwards. We set one of the
wheel velocity to 0 and the other wheel velocity to 1000 for 2 seconds to turn
the mobile robot in the backward direction.

The robot avoids the obstacle by changing its direction based on the magnitude of
difference between the left wheel velocity and right wheel velocity. Thus obstacle
avoidance is achieved using the given object avoidance algorithm.

4 Implementing obstacle avoidance

The circuit for implementing the autonomous mobile robot is shown in fig 9.

Fig 9. Circuit diagram for implementing autonomous mobile robot

The Arduino board [15] contains the code for implementing the linear regression
model by substituting the distance value of the ultrasonic sensors. The arrangement of
sensors over the mobile robot should as shown in fig 3.

5 Results and analysis

The accuracy of the obstacle avoidance model depends on the accuracy of training
data collected during training phase. The model built using degree 3 linear equations
performs better than the degree 2 model. The algorithm used is very simple to imple-
ment. The time complexity of the algorithm to predict the wheel velocities is O(1).
We get the prediction instantaneously which makes it suitable for real time obstacle
avoidance.

The testing phase of the robot is shown in fig 10 and fig 11.
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Fig 10. Robot approaching the obstacle.

Fig 11. Robot avoiding the obstacle.

6 Conclusion and Future scope

In this paper an autonomous obstacle avoidance robot is developed which is suitable
for real time applications. The robot developed serves as a prototype for implementa-
tion in real time applications. The robot can explore unknown environments and an IP
cam can be placed on it for remote surveillance of the area. There are various applica-
tions for these types of robots in military vehicles, surveillance robots, unmanned
vehicles and self driving cars.

An IP camera can be placed on the mobile robot which can be connected to a mo-
bile application which enables live streaming of the surveillance area by connecting to
the internet. The video data collected can be given as input to data mining algorithms
and pattern recognition algorithms to extract useful information.
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