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Fig. 3: Examples of the waste objects considered in this study

3.3. Selection of YOLOv8 Configuration

We conducted an analysis of the performance of the nano, small, and medium YOLOv8 versions before and after
transforming the dataset into a single-class dataset. We set the batch size to 32, epochs to 100, optimizer to ’auto’,
and image size to 640. Table 2 provides a clear picture of our findings. Across all model versions, there is a no-
table improvement of approximately 10% in mAP50 and Recall, alongside an approximate 8% increase in Precision.
Moreover, the mAP50-95 metric exhibits a growth of about 6% to 7%.

Interestingly, the medium model demonstrates a more pronounced improvement in terms of mAP50 convergence
when utilizing the single-class dataset. This trend is distinct from the results observed in the small and nano versions.
Based on these insights, we have chosen to focus on the medium model of YOLOv8 for our study.

To further investigate the e�ects of reducing the image size on the metrics improvements when transforming the
dataset to a single class, we experimented by changing the image size to 160. As can bee seen in Table 3, there is an
increase of mAP by approximately 3%, but the convergence is slower and the overall performance lags behind when
using an image size of 640 by an approximation of 7%. Therefore, we decided to use the medium version with an
image size of 640 in our experiment.

3.4. Classifier Selection

In this comprehensive experimentation, we conducted an in-depth evaluation of various classifiers, including
EffecientNet, ResNet50, ResNetx50, and Swin-transformer, with selecting the hyperparameters systemati-
cally.

The dataset used for these experiments comprised cropped objects extracted from the dataset, mentioned previously.
We conducted two distinctive scenarios to evaluate classifier performance utilizing the original cropped dataset and the
augmented cropped dataset, presented in Table 4. In the first scenario, we utilized the original cropped image dataset,
as comprehensively presented in the left part of Table 4. Subsequently, we delved into the second scenario, where we
applied data balancing and augmentation techniques to the cropped image dataset. The results of this augmentation
are presented in the right part of the same table.

In the context of classifying performance using the original cropped dataset, the E�cientNet model stands out
with remarkable achievements. It recorded the highest training accuracy of 91.43% and secured the top position in
validation accuracy at 89.19%, both accomplished when employing the SGD optimizer with a learning rate (LR) of
0.001. Upon analyzing the optimizers, a consistent pattern emerges: the SGD optimizer consistently outperforms the
Adam optimizer. This trend is evident in the validation accuracy values. In summary, the combination of the SGD
optimizer with LR and weight decay of 0.001 consistently yielded the best validation results. In this configuration, the
E�cientNet model excelled with a high accuracy of 89.19%, followed by ResNet50 achieving 87.83%, ResNetx50
with 87.04%, and finally Swin transformer with 86.35%.

On the other hand, the augmented balanced dataset yielded the following highest validation accuracies: E�cientNet
achieved 86%, ResNet50 demonstrated 85%, ResNetx50 neared 85%, and Swin transformer reached 82%.
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Table 4: Classifiers Performance Using Original and Augmented Cropped Datasets

Model Optimizer Original Cropped Datase Augmented Cropped Dataset
Train Acc. (%) Val. Acc.(%) Train Loss Val. Loss Train Acc. (%) Val. Acc.(%) Train Loss Val. Loss

E�cientNet ADAM 80.23 78.13 0.61 0.65 78.4 76.63 0.68 0.77
SGD 91.43 89.19 0.26 0.36 89.48 86.13 0.32 0.5

ResNet50 ADAM 84.3 81.1 0.49 0.56 76.26 72.69 0.74 0.8
SGD 92.03 87.83 0.25 0.41 90.39 85.25 0.3 0.5

ResNetx50 ADAM 77.1 75 0.7 0.77 77.38 76.5 0.7 0.75
SGD 90.98 87.04 0.28 0.44 88.22 84.75 0.37 0.54

Swin ADAM 70.8 66.02 0.91 1.05 70.61 63.19 0.93 1.13
SGD 91.63 86.35 0.26 0.47 84.52 82.25 0.47 0.59

4. Results & Discussion

The proposed approach is evaluated using di�erent evaluation measures including Mean Average Precision (mAP),
Precision, Recall, and F1.

To assess the performance of the modified YOLOv8 approach, we start presenting the results of the original
YOLOv8m baseline, trained on both image sizes 640 and 160, on the test set. Subsequently, we examine the out-
comes of the modified YOLOv8m, also trained on both image sizes, using two distinct calculation methods. For the
modified YOLOv8m, its performance is evaluated by multiplying the classifier F1-score with the Yolo single class
F1-score. The performance of the trained classifiers on the original cropped dataset using SGD optimizer with LR and
weight decay of 0.001 is presented in Table 5.

The consolidated outcomes for the modified YOLOv8m, trained on image sizes 640 and 160, are illustrated in
Table 6. This table includes the results for both the modified YOLOv8m and the baseline original YOLOv8m on both
image sizes 640 and 160. It provides a comprehensive overview of the performance metrics for the di�erent scenarios.

Table 7 provides the final results when comparing the baseline approach with the new approach using the F1-
score. It can be seen that the new approach is better when considering larger image sizes, also it can be seen that we
achieved almost 2% more F1-score for the modified version. This can be justified due to that YOLO’s simultaneous
balancing of localization and classification tasks can lead to suboptimal performance, especially with closely packed
or overlapping objects, unlike single-class-based classifiers that focus on one class at a time.

Table 5: Classifiers Performance on Test Set

Model Accuracy % Precision % Recall % F1-score %

E�ecientNet 90.77 91.58 90.77 91.17
ResNet50 89.23 90.31 89.23 89.77

ResNetx50 89.23 91.40 89.23 90.30
Swin-transformer 91.54 94.07 91.54 92.79

Table 6: YOLOv8m Performance on test Set

Image
Size Dataset Precision% Recall% F1-score% mAP50%

640
Original 93.0 75.0 83.04 83.8

Single Class 92.2 91.5 91.85 95.0

160
Original 88.9 74.5 81.07 78.9

Single Class 89.0 74.7 81.23 85.2
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Table 7: Model Performance Comparison Based on F1-score

Image Size YOLO Baseline% YOLO Single Class% Classifier (Swin) YOLO Modified (Multiplication)%

640 83.04 91.85 92.79 85.23

5. Conclusion

This study presented a novel approach to object detection using YOLOv8, by extending it into a two-stage frame-
work through the incorporation of a classifier for refining its predictions. From the conducted analysis, it can be
observed that the new approach demonstrates superior performance with larger datset. Specifically, it achieves nearly
a 2% increase in F1-score compared to the baseline model, indicating a significant improvement in Precision and
Recall metrics for object detection tasks. Future e�orts may include adopting mean Average Precision (mAP) as a
performance metric alongside the F1-score. Additionally, exploring more advanced classifiers or optimizing hyper-
parameters could further enhance classification performance and elevate the overall accuracy and robustness of our
proposed approach. Furthermore, comparing our YOLO model with other 2-stage object detection models would al-
low for an assessment of computational e�ciency and accuracy trade-o�s, guiding the selection of the most suitable
model for practical applications.
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