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Abstract. Nowadays, human chat service agents are frequently replaced
by conversation software agents, designed to communicate with humans
by means of natural language, often based on Artificial Intelligence,
namely Natural Language Processing (NLP) and Machine Learning (ML).
This work will begin by identifying and annotating dialogue sets, writ-
ten in Portuguese. It consists of researching and implementing a solution
with the objective of aiding communication between participants, sug-
gesting appropriate responses, thus anticipating their interventions. This
guidance can be supported by the history of interactions, where infor-
mation is extracted and frequent dialog flows are discovered, allowing a
representation of them to guide humans. The approach will be divided
into three components: Extraction to process dialogues and use the in-
formation to describe interactions; Representation for the discovery of
the most frequent dialogue flows, represented by graphs of interaction;
Guidance to guide the agent during a new dialogue.

Keywords: Natural Language Processing · Dialog Analysis · Dialog In-
formation Extraction · Representation of dialog flows · Assisted guidance

1 Background and Related Work

A dialog is composed of utterances, which instantiate dialog acts (DAs), that
is, abstract representations of intentions. There are several dialogue datasets,
mainly for English [2], however, this work will focus on Portuguese, where public
dialogue datasets are scarce.

There are several approaches for automatic classification of DAs (DAC) [1].
Most are based on supervised learning, with models trained in dialog datasets
where the DAs are manually annotated [3]. Others use traditional classification,
considering utterances in isolation [3][4]. However, since there may be a depen-
dency between the current interaction and previous ones, DAs can be tackled as
a sequence classification problem, with methods such as Hidden Markov Mod-
els (HMM)[5] or Conditional Random Fields (CRF) [6]. Improvements can be
achieved if utterances are encoded by a transformer network-based language
model (e.g., BERT), which performs tasks such as Natural Language Inference
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and automatic question answering [7]. DAs and transition graphs between them
are useful representations of dialogs. When applied to large sets of dialogs, mod-
els trained will allow the discovery of different types of interactions and the
most common dialog flows. These flows can even be discovered without anno-
tating DAs, through unsupervised approaches (clustering) [8]. Furthermore, as
real-time call monitoring, these flows will be useful for classifying the current
dialog and recommending interactions to the human [9] [10].

2 Methodology

Overall, this work consists of researching, implementing and testing a solution
that aims to improve communication between participants in a dialog by guiding
their actions, which can be supported by previous interactions, where informa-
tion should be automatically extracted and where frequent dialog flows.

Besides task-oriented dialogues experiments will be extended to conversations
between common users, for example, in a social network, where it will be possible
to analyze communication trends.

The experiments will be conducted with data in Portuguese, which will be
a differentiating factor from the state of the art. They will also be limited to
written text, i.e., written conversations or transcripts of oral communication.

The data can be created following the Wizard-of-Oz (WOZ) [11], where a
conversation takes place between two participants with different roles. One plays
the role of an ordinary user who is assigned a certain task and must interact,
using natural language, with another that will have access to information about
the domain (e.g., a database) and will be able to provide appropriate answers.

Data can also result from available transcriptions of existing dialogues into
Portuguese, such as CORAA [12]; from customer support services, such as con-
versations with telecom operators on Twitter; or from movie subtitles [13].
One last possibility will be the translation of English datasets (e.g., DailyDi-
alogue [14], MultiWOz [15]) into Portuguese, from where existing annotation
can be imported.

The data will be used in the development of a framework consisting of three
components. The first will process real dialog transcripts and extract useful
information from them to represent the various interactions, such as keywords,
entities or actions. The extraction of some of these items may resort to an NLP
pipeline [16], but some additional development may be necessary, considering the
language and the type of text. The extracted information can be used to better
describe the utterances, by classifying intentions and filling slots. However, the
performance of these tasks is usually based on supervised learning, which implies
data annotation.

The extracted information can also be used to group similar utterances, using
clustering. This process can also resort to Sentence Embedding techniques [17].

The second component will aim at discovering the most frequent dialog flows,
represented by graphs, where the vertices represent speech classes or clusters,
and the arcs represent transitions between them, with associated probabilities. In
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this component one can apply the classification of interactions into more generic
classes or, if there is a lack of data to make the system less domain-dependent,
perform a clustering that approximates these acts.

Finally, the guidance component will take advantage of the representation
of flows to guide the human. In each interaction, previous interactions will be
considered to suggest appropriate responses, while anticipating the next inter-
actions.

A final evaluation of the results of integrating the three components into the
framework should be done, as the approaches explored will be evaluated on the
data gathered and created using metrics for classification when annotations are
produced, or metrics for clustering when they are not. Manual evaluations may
also be required.

3 Objectives and Expected Results

The main goal of this work is to investigate and develop approaches to improve
communication between interlocutors in a dialog, in Portuguese.

NLP techniques will be explored, focusing on dialog modeling [18], in order
to, based on the history of interactions, identify the most common ones in each
application domain, discover and interpret flows, and take advantage of the latter
to guide interlocutors, who may thus anticipate their interventions.

We aim at approaches, applicable to written dialogues, e.g. between users of
a social network, or to transcriptions of task-oriented dialogues (e.g., call-center)
to assist call-center operators in providing more efficient service.

We believe that the work will result in innovative approaches, and highlight
the fact that, regardless of the possible adaptation to other languages, it will be
focused on Portuguese. The work will be divided into four specific objectives,
namely: identify and create sets of dialogues, in Portuguese; study, develop and
experiment with approaches for extracting structured dialogue information from
the various interactions; study, develop and experiment with approaches for rep-
resenting interactions and dialog flows extracted from those interactions; study,
develop and experiment with approaches for guiding the human by exploiting
the knowledge extracted from dialogues, dialogue type and interactions, and
common flows.

To achieve the defined goals, the following tasks were established: 1. To
deepen the study of the state of the art; 2. Definition of the data to be used;
3. Exploration of approaches for information extraction, for representing dialog
flows and for dialogue guidance; 6. Proposed framework encompassing the ap-
proaches explored; 7. Testing and final evaluation; 8. Writing of the thesis and
dissemination papers. The approaches resulting from task 3 will be evaluated
independently during their respective tasks, but a final evaluation of the results
of their integration into the framework will be required. This integration will
encompass the approaches explored for each component. The experiences are
regularly described in writing in the doctoral thesis. We further believe that
from tasks 2 to 7 will result contributions relevant to write scientific papers.
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