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Abstract
In this fast-moving world, it is difficult for investors to read lengthy annual reports of organizations. However, they need
to make investment-related decisions relying on facts present in these documents. We participated in the third edition
of the Financial Narrative Summarization (2020) shared task. It consisted of summarizing financial documents in three
languages: English, Spanish, and Greek. In this paper, we describe the approaches followed by our team, LIPI. Among all
the participants, we performed the best for the English sub-task in terms of ROUGE scores. Our source code is available at
https://github.com/sohomghosh/Financial_Narrative_Summarization_2022.
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1. Introduction
The financial world is changing rapidly due to digital-
ization. To cope with the fast-moving financial mar-
kets, investors need to make important decisions in less
time. Annual reports submitted by the organizations
listed in various stock exchanges comprise detailed de-
scriptions of their financial health. Investors rely on
these reports to understand the market better. However,
these reports are quite lengthy. Reading them from end
to end is time-consuming. This brings in the need for
an automated system that can extract import sections
from these documents.

Figure 1: Extracting up to 1000 word summaries from
Financial Reports

Text summarization is one of the trending areas of re-
search in Natural Language Processing. There are pri-
marily two kinds of text summarization approaches:
Extractive and Abstractive. Financial Narrative Sum-
marization (FNS) is the first of its kind shared task that
deals with the summarization of narratives present in

annual reports of organizations. The first two edition of
FNS(El-Haj et al., 2020), (Zmandar et al., 2021) dealt
with summarizing financial narratives in English. The
third edition of FNS which is being held this year has
been expanded to two more languages: Spanish and
Greek. The length of the extracted summary has been
restricted to 1000 words and the standard ROUGE met-
ric is used for evaluation.

2. System Description
2.1. English
For this, we first compared the dataset of FNS 2022
with that of FNS 2021. Since the datasets were almost
the same, we scored the best performing model of FNS
2021. This was developed by Orzhenovskii (Orzhen-
ovskii, 2021) and has been open-sourced1. It uses Text-
To-Text Transfer Transformer (T5) model (Raffel et al.,
2020) for extracting relevant texts.

2.2. Spanish
We used the SummerTime Python library (Ni et al.,
2021) to obtain summaries of the Spanish documents
using mBART (Tang et al., 2020) and mt5 (Xue et al.,
2021) models. Subsequently, we ranked each of the
sentences using LexRank (Erkan and Radev, 2004) and
phrases using TextRank (Mihalcea and Tarau, 2004).
We considered the top 1000 phrases for further analy-
sis. We re-ranked the sentences based on the sum of
lex rank scores and the average of text rank scores of
the constituent phrases. We append this to the sum-
maries obtained using mBART (Tang et al., 2020) and
mt5 (Xue et al., 2021) models and consider only the
first 1000 tokens.

1https://github.com/orzhan/
t5-long-extract

https://github.com/sohomghosh/Financial_Narrative_Summarization_2022
https://github.com/orzhan/t5-long-extract
https://github.com/orzhan/t5-long-extract


2.3. Greek
For the Greek documents, we first extract the sentences
using Spacy 2. We rank them using LexRank (Erkan
and Radev, 2004) and consider the first 1000 tokens.

2.4. Results
We present the test set results provided by the organiz-
ers for our team in Table 1. We observe that for the
English sub-task we perform the best. However, for the
other two languages, we did not do as good.

3. Future Works
In future, we would like to develop a unified framework
that would extract summaries from financial narratives
irrespective of language. Exploring how extractive and
abstractive summarization can be combined is another
dimension for pursuing future research.
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Language R-L / R R-L / P R-L / F R-SU4 / R R-SU4 / P R-SU4 / F Rank
English 0.559 0.449 0.487 0.515 0.369 0.417 1
Spanish 0.098 0.325 0.146 0.069 0.291 0.107 10
Greek 0.081 0.509 0.137 0.046 0.402 0.08 10

Language R-1 / R R-1 / P R-1 / F R-2 / R R-2 / P R-2 / F Rank
English 0.587 0.451 0.496 0.472 0.326 0.374 1
Spanish 0.142 0.58 0.217 0.045 0.196 0.07 10
Greek 0.101 0.625 0.17 0.026 0.33 0.046 10

Table 1: Results. R-L, R-SU, R-1 and R-2 denotes ROUGE-L, ROUGE-SU, ROUGE-1 and ROUGE-2 scores
respectively. R, P and F represents Recall, Precision and F1 scores.
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