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Abstract: How to effectively protect the privacy of data, to establish a data center platform, 

solve the problem of deep learning vulnerable, has become a urgently need to solve the 

problem, in which the data is desensitization treatment is an effective way to avoid data 

privacy, this study puts forward a new solution, first identify sensitive data, then put the 

sensitive data from the original data. At the same time, the desensitization technology library 

of sensitive data is built, and then the sensitive data is desensitized. Finally, the data is 

transmitted to the model for training, so that the deep learning model is delivered for training 

without changing the original distribution of data, and the privacy leakage caused by the attack 

of the model is avoided. 
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0 Introduction 

In the current era of big data, many fields involving the storage and use of personal 

privacy data inevitably need to face data security and compliance problems. In terms of 

government affairs, as government data platforms tend to grasp a large amount of extremely 

sensitive personal information such as identity information and household registration 

information. It is necessary to protect data privacy in the whole life cycle of data collection, 

transmission, application and archiving, and implement other data security protection means 

simultaneously. In key fields such as finance and telecommunications, data security protection 

technology is the first choice to achieve compliance because telecom customers' mobile 

phone numbers, call records, network traffic and other information and financial customers' 

personal account information, transaction records and other information are important and 

sensitive information, which face strict industry regulatory requirements. In the internet field 

where data is most widely used, a large amount of user behavior data that may involve 

personal privacy is used. From the perspective of avoiding additional costs caused by violations, 

data desensitization is an important prerequisite step when using sensitive data. 

The existing methods to protect private data from being leaked can be roughly divided 

into two schools[4-5]. One is the method based on sensitive data encryption, and the other is 

the differential privacy protection technology based on disturbance[6-7]. The encryption 

algorithm of the former can be divided into multi-party secure computing[1] and homomorphic 

encryption[2-3]. According to the location of disturbance, the latter can be roughly divided into 

input disturbance[8-11], target disturbance[12], gradient disturbance[14] and output disturbance. 

 



 

Compared with encryption algorithm, the differential privacy protection method is a method 

that has undergone strict mathematical proof[6] and has strong utility. However, the current 

model calculation method based on deep learning is particularly common, and how to 

desensitize the data so that the recognition accuracy of the model is less affected has become 

an important research target: there are a lot of people have long believed by gradient sharing 

strategy[15-17], the model in local training, to avoid the leakage of data privacy, now there are 

many ways to do this, then[18] proves that this method is also a safe method, the article said, 

in a known learning model, and real gradient under the condition of weight parameters. With 

only a few iterations, the pixel-level image and label can be inferred backwards. Therefore, the 

strategy of gradient sharing also appears to have some risks. At the same time, the paper also 

shows that the attack can be resisted by gradient disturbance method, target disturbance 

method or encryption method[14] shows that the standard sgd gradient descent method has a 

high variance in differential privacy, and can achieve good experimental results by restricting 

it. However, due to the disturbance of the gradient, the gradient descent is more effective for 

the function that is not non-convex, and it is easy to cause the problem of non-convergence[19-

20]. Literature belief network is proposed aiming at the encoder to drink convolution depth to 

the polynomial approximation nonlinear objective function is expressed as parameters, 

disturbance, and then through the target training process meet the parameters of privacy 

protection, but this method is not suitable for the present various based on modular neural 

network model, at the same time, some of the other is based on the concentration difference 

privacy[21], zero-set differential privacy[22] and rainey differential privacy[23] are widely used in 

the privacy protection of deep learning. However, it is difficult for these methods to withstand 

attacks such as member reasoning, and it is easy to cause higher possibility of privacy 

leakage[24]. 

And comparison, based on the privacy protection mode of the encryption algorithm, may 

be able to better adapt to the local data privacy protection, however, encryption algorithm in 

the process of data encryption and decryption for data process, involving the huge 

computational overhead, making it difficult to fall to the ground, this paper proposes a kind of 

new train of thought, first identify sensitive data. Then, the sensitive data is extracted from 

the original data, and at the same time, the desensitization technology library of sensitive data 

is constructed. Then, the sensitive data is desensitized, and the desensitization process does 

not change the original distribution information of the data. Finally, the data is transmitted to 

the model for training. 

1 Implementation plan 

In order to establish a privacy protection data center platform, as shown in the Figure 1, 

this paper proposes the following system framework, which mainly includes sensitive data 

discovery, data extraction, data desensitization, data output functions, but also supports data 

source management, desensitization task management, algorithm configuration association 

and user rights management and other major functions. 



 

 

Figure 1 System framework 

Sensitive data discovery and data extraction module: this module has the capability of 

sensitive data found rule management, more than 20 found built-in rules, primarily through 

regular expression custom find rules and data dictionary or custom fields dictionary found 

rules is given priority to, and the composite way custom found rule and other rule is 

complementary, used in the field information can press a split into multiple scenes of sensitive 

data. In addition, you can customize functions based on the service characteristics of field data 

to meet the requirements for discovering sensitive data. At the same time, the system also 

supports the selection of database schema and table, which can be used to discover the 

sensitive data when multiple sensitive fields appear simultaneously in a single table. In the 

aspect of sensitive data sorting, it has the function of sensitive field sorting and sensitive file 

sorting, which is mainly based on the manual assisted adjustment of data column and sensitive 

data relationship, so as to achieve more precise and sensitive data management. 

Other sensitive data also support the rules found in the list field manual adjustment and 

verification, to support the list of sensitive data field note information to fill in, and support 

the list of sensitive data field is set to the sensitive field, contains settings and unified set alone, 

support the sensitive data list of export and import, export of sensitive data list can be 

restricted to edit and verify, verify the complete list of data can be imported into the system, 

the configuration rule strategy solve the sensitive data found the templated and external 

interface processing, sample data browsing, support for sensitive sample data in the database 

and file the source of more sensitive to sample data browsing, support tasks have been found 

in the data fields add, delete, change the status of the tips and correction. It is used to prompt 

and manually correct the status of the changed fields when they are rediscovered after being 

changed. In this way, users can only pay attention to the sensitive data of the changed fields 

for rule verification. 

Data desensitization and desensitization management module: according to the 

characteristics of the different data using different desensitization algorithm, can be the 

common data such as name, id number, bank account, amount, date, address, telephone 

number, email address, license plate number, chassis number, name of the enterprise, 



 

industrial and commercial registration number, organization code, taxpayer identification 

number to desensitization and other sensitive data, built-in desensitization algorithm has the 

following features: 

(1) Synonymous replacement, the original sensitive data is replaced with data with the 

same meaning, such as the name is still meaningful after desensitization, and the address is 

still the address after desensitization.  

(2) Partial data masking: part or all of the original data is replaced with characters such 

as "*" or "#" to cover part or all of the original text. 

(3) Mixed shielding: the related columns are shielded as a group to ensure that the 

masked data in these related columns maintain the same relationship. For example, the city, 

province and postcode remain the same after shielding.  

(4) Deterministic masking to ensure that repeatable masking value is generated after 

running masking.  

You can ensure that specific values (e.g., customer number, id number, bank card number) 

are masked as the same value in all databases. For the management of the desensitization 

function, different desensitization schemes can be formulated according to various data 

application scenarios such as system development, functional testing, performance testing, 

data analysis, etc. The desensitization scheme for the development and test environment can 

guarantee the uniqueness and certainty of the data after desensitization, and the reducibility 

of the data after desensitization can be guaranteed for the data analysis scenario. 

Desensitization strategy is the rule of desensitization of sensitive data, the desensitization 

strategy includes the characteristics of sensitive data and the desensitization algorithm for this 

kind of data. For the same application scenario, users can combine several desensitization 

strategies to form a desensitization scheme suitable for this scenario. After the desensitization 

scheme is formulated, it can be reused to meet the desensitization requirements of different 

batches of data in this scenario. Support the configuration of cross-mode desensitization and 

source mode desensitization, cross-mode desensitization is used for source database to target 

database desensitization scenario, source mode desensitization is used for direct 

desensitization of data in the source database; Supports the configuration of a group 

dictionary, which is used in the desensitization scenario where multiple fields in a table serve 

as conditions and the desensitization field is associated with the condition field. 

The desensitization task given can be carried out against the target database system or 

structured file. Through the desensitization task, the product is connected with the business 

system that provides the original data and the system that uses the desensitization data. The 

user can select the source of the desensitization data, the direction of the desensitization data 

and the most suitable data desensitization scheme within the task. The maintenance and 

management function of tasks is enabled. Tasks can be stopped, started, or restarted, and 

tasks can be concurrently implemented to fully utilize system resources and improve 

desensitization efficiency. The desensitization task can be compatible with exceptions 

encountered during the execution, and the task can continue to execute without abnormal 

data. On the other hand, it also supports the configuration of the database and file source 

desensitization scheme, and supports the desensitization data output for the database and 

file; Supports metadata configuration for defensiveness tasks, including the schema name or 

database name of the destination database, table space, table processing - delete table, empty 



 

data, and append data; Support data increment configuration, increment mode, increment 

table, increment name, increment value; You can query the execution history of 

desensitization tasks in the last week, last month, month, last month, or a specified period. At 

the same time, it has the scheduled task management ability and provides a mechanism for 

automatic desensitization of scheduled tasks. Add edit, and delete scheduled tasks. Supports 

the configuration of discovery tasks, desensitization tasks, and scheduled file desensitization 

tasks. Periodic tasks can be configured by single task, daily task, weekly task, monthly task, and 

annual task. You can start and stop scheduled tasks. 

2 Conclusion 

This research for the data centralized platform construction, and the relevant privacy 

protection technology into the study, put forward the privacy protection technology 

framework, and respectively from sensitive data automatic identification task, building data 

desensitization algorithms library, and desensitization tasks for the idea, implements the 

deformation of the sensitive data and shielding, replace, randomization, encryption, so as to 

make the sensitive data into fictitious data, to hide the real privacy information, provide the 

basis for data security use, at the same time, after desensitization data can keep the 

characteristics and distribution of original data, without changing the corresponding business 

logic system, implements the low cost, high efficiency, the use of the safety production of 

privacy. 
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