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Abstract— This study explores the potential of YOLOv7 in 

detecting the health and quality of fruits. The aim is to develop 

a dependable automated system that can detect the quality and 

safety of fruits to ensure that only the best and safest fruits are 

delivered to consumers. The methodology involves linking 

YOLOv7 with image enhancement techniques for efficient fruit 

detection and classification. The performance of YOLOv7 is 

evaluated in detecting the health and quality of fruits using a 

specifically designed dataset. Results show that YOLOv7 has an 

accuracy of 83.5% in detecting fresh and rotten apples, 

indicating its potential as a useful tool in the fruit management 

industry. The high accuracy rate in detecting fruit quality can 

improve the efficiency of fruit sorting and grading, leading to 

higher productivity and better quality final products. Future 

research can focus on optimizing the algorithm for specific use 

cases and validating its performance in other scenarios. Overall, 

this study demonstrates the potential of YOLOv7 in fruit 

detection and classification. 
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I. INTRODUCTION  

There has been an ever increasing worry regarding the 
quality and safety of the fruits that people consume. The 
concern has emerged due to the use of harmful substances and 
chemicals such as pesticides and additives by fruit sellers to 
make fruits more visually appealing in order to ramp up sales. 
However, manually inspection of each fruit is a time-
consuming and laborious process, which can delay the 
distribution process. Therefore, the need for an effective and 
dependable automated system that can detect the quality and 
safety of fruits emerges, to ensure that only the best and safest 
fruits are delivered to consumers. 

The aim of this study is to explore the potential of 
YOLOv7 in detecting the health and quality of fruits. Various 
image enhancement techniques will be investigated to 
improve the accuracy of YOLOv7 in fruit detection. A 
methodology will be developed to link YOLOv7 with image 
enhancement techniques for efficient fruit detection and 
classification. Finally, the performance of YOLOv7 will be 
evaluated in detecting the health and quality of fruits by 
conducting experiments using a specifically designed dataset 
for this exact purpose. The study aims to offer insights for 
improving the performance of YOLOv7 in fruit detection and 
classification. 

II. LITERATURE REVIEW 

Detailed literature review papers can be seen in the 

following table (Table 1) 

No.  Title  Method/ 
Algorithm 

Conclusion  

[1] The 
development 
of object 
recognition 
requires 
experience 
with the 
surface 
features of 
objects 

Conducting 
the 
experiment 
several 
times and 
seeing the 
changes 

The development of 
object recognition 
requires experience 
with the surface 
features of 
objects.it is possible 
to control and 
manipulate all of 
the chicks 

[5] Tomato 
Diseases and 
Pests 
Detection 
Based on 
Improved 
Yolo V3 
Convolutional 
Neural 
Network 

Scanning 
tomato by 
using yolo 
V3 

The detection 
accuracy of the 
algorithm is 
92.39% and the 
detection time is 
only 20.39 ms. 

[19] Detection of 
Cherry 
Quality Using 
YOLOV5 
Model Based 
on Flood 
Filling 
Algorithm 

Training 
the models 
using 
dataset 
extracted 
by flood 
filling 
algorithm 

When trained using 
the dataset that was 
extracted by the 
flood filling 
algorithm, the 
accuracy from the 
testing they 
conducted yielded 
significantly higher 
results than just 
using the un-
extracted raw 
dataset. 

[27] Automated 
apple defect 
detection 
using state-
of-the-art 
object 

Automatic 
apple 
defect 
detection 

The results between 
YOLO and SSD 
were comparable, 
but both can be 
further improved 



detection 
techniques 

using 
YOLOv2 

[29] Fruit 
Classification 
Comparison 
Based on 
CNN and 
YOLO 

Object 
Detection 
using 
YOLO and 
CNN 

The study proposed 
using modern 
techniques in deep 
neural networking, 
such as CNN and 
YOLO, for fruit 
classification in 
agriculture 

[30] The study 
proposed 
using modern 
techniques in 
deep neural 
networking, 
such as CNN 
and YOLO, 
for fruit 
classification 
in agriculture 

Fruit 
Detection 
Using 
YOLO, 
Real Time 
Fruit 
Counting 
Using 
YOLO and 
an Object 
Tracking 
Algorithm 

The study aimed to 
develop a real-time 
fruit counter for 
mobile applications 
using only RGB 
data, YOLOv4, and 
Deep SORT. 
YOLOv4-CSP was 
found to be the 
optimal model in 
terms of accuracy, 
with an AP@0.50 
of 98%. 

Table 1. Literature Review Table 

Object detection algorithms, notably YOLO algorithms, 
have been rapidly developed and applied throughout the years. 
This literature review focuses on developing these algorithms 
to meet the specific use case of detecting health and quality of 
fruits.  

Justin and Samantha Wood’s journal[1] states that visual 
experience (mainly surface features of objects) plays a big role 
in developing object recognition tech. This helps set a tempo 
for the literature review as it plays a role as the basis for 
developing object recognition. Liu, J. and Wang, X.[5] 
detected tomato diseases and pests using YOLOv3 maybe the 
most similar study to ours in terms of goals. Their findings 
suggest that YOLOv3 can be used for detecting anomalies and 
deficiencies in agricultural products within real world 
conditions, also highlighting the importance of developing 
object detection algorithms for quality control for products 
within the agricultural industry, such as tomatoes. 

In a study by Siddiqi, [27] the researcher proposed to use 
advanced object detection techniques for automatic apple 
defect detection because of achieving high accuracy in apple 
fault detection. In Journal Raj et al. [29] compared fruit 
classifications using CNN and YOLO. The result of the study 
is that YOLO is a better algorithm than CNN for classifying 
fruits based on image features. Meanwhile, Parico and 
Ahamed [30] used the YOLOv4 and Deep SORT algorithms 
to detect and count pear fruits in real time.  In Journal Zhu et 
al. [19] Detected Cherry Quality Using YOLOV5 Model and 
using flooding filling algorithm and obtained 99.6% accuracy. 

In summary, object detection algorithms particularly 
YOLO, have shown great potential in detecting fruit 
imperfections such as anomalies, deficiencies, and diseases. 
These studies demonstrate how useful YOLO can be in 
enhancing object detection and classification, including 
evaluating the freshness of fruits and vegetables. By utilizing 
YOLO V7 and exploring different approaches, researchers 
can detect the health and quality of fruits, possibly deploying 

it into an actual tool that farmers can use to increase their 
produce. 

III. METHODOLOGY 

Object detection algorithms, especially YOLO, have 

shown great potential in detecting fruit imperfections such as 

anomalies, deficiencies, and diseases. These studies have 

demonstrated how useful YOLO is in enhancing object 

detection and classification, including evaluating the 

freshness of fruits and vegetables. However, many fruit 

producers in environments with limited knowledge of 

modern technology still manually evaluate the quality of 

fruit, which slows down production and requires experienced 

experts or farmers. 

 

Therefore, in this research, we will use YOLOv7, a deep 

neural network algorithm, to accelerate the process of 

assessing fruit quality and improve detection accuracy. With 

YOLOv7's ability to analyze images in real-time, this 

algorithm is highly suitable for use in the fruit management 

industry to detect good fruit without requiring an expert. 

Thus, this research will discuss how YOLOv7 can be used to 

sort good and bad fruit with high speed and accuracy, making 

it easier for people to assess the quality of the fruit. 

 

A. Workflow 

In this research, the method used is Systematic Literature 

Review to conduct research and experiments by collecting 

datasets, reviewing the datasets, and inputting the datasets for 

experimentation. In the experiment, all datasets are inputted 

into Roboflow, which will then be inputted into YOLOv7 and 

trained. 

 
Figure 1. Workflow 

B. Dataset 

The dataset used is an apple fruit dataset. The dataset is 

divided into 2 parts, namely photos of rotten apples and 

photos of fresh apples. The dataset contains 2544 apple fruit 

photos that have been selected and cropped to be inputted into 

Roboflow 

 



 
 

Figure 2. Dataset for Train, Valid, and Test 

IV. RESULT 

A. Testing and Training Model 

From the prepared dataset (Figure 2), the dataset is 

divided into 3 parts where 2349 photos are used for training, 

166 photos for validation, and 29 photos for testing. The 

dataset is inputted into Roboflow and undergoes 

preprocessing and augmentation. 

 

 
Figure 3. Detail of preprocessing and augmentation 

After obtaining the API from Roboflow and inputting it 

into Google Colab for training in YOLOv7, testing was then 

performed on the provided photos, and the result was an 84% 

accuracy from YOLOv7. 

 

 
Figure 4. Obtaining API Roboflow 

B. Accuracy  

After the training process, it was found that YOLOv7 had 

an accuracy of 83.5% in detecting rotten and fresh apples 

(Table 2). This result shows that YOLOv7 has the potential 

to be a useful tool in the fruit management industry. The high 

accuracy rate in detecting fruit quality can help increase the 

efficiency of fruit sorting and grading, leading to improved 

productivity and quality of the final products. 

 
Class Images Labels P R mAP@.5 mAP@.5:.95: 

All 166 285 0.743 0.79 0.835 0.754 

fresh_apple 166 140 0.742 0.843 0.866 0.78 

rotten_apple 166 145 0.743 0.737 0.804 0.727 

Table 2. YOLOv7 Train Result 

C. Result 

From the YOLOv7 training results, testing was conducted 

to determine whether the provided photos of apples could be 

detected accurately and whether the algorithm could 

distinguish between fresh and rotten apples. 

 

 
Figure 5. Detection results by YOLOv7 

 

Figure 6. Detection results by YOLOv7 

V. CONCLUSION 

In conclusion, this research successfully implemented 

YOLOv7 to detect fresh and rotten apples with an accuracy 

of 83.5%. The high accuracy rate of YOLOv7 in detecting 

fruit quality has the potential to revolutionize the fruit 

management industry by improving the efficiency of fruit 

sorting and grading, leading to higher productivity and better 

quality final products.  

 

However, further research is required to optimize the 

algorithm for specific use cases and to validate its 

performance in other scenarios. Overall, the results obtained 

in this study demonstrate the potential of YOLOv7 as a useful 

tool in the fruit management industry and pave the way for 

further research in this area. 
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