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ABSTRACT 
 

During a crisis, knowing the requirements and 
availability of various types of resources is critical for 
organizing relief efforts. Microblogging sites are regularly 
utilized to help post-disaster relief efforts, and previous 
attempts have been made to find tweets that provide 
information on resource shortages and availability. 

I. INTRODUCTION 
 

Two forms of information are very valuable for 
coordinating relief operations in a catastrophe situation (e.g., 
earthquake, flood): what resources are needed and what 
resources are available in the affected area.  region. Twitter 
and other microblogging sites are incredibly handy.  During 
disasters, it is used to obtain situational information. As a 
result  is a natural desire to learn more about post-disaster 
requirements  and the data available from microblogs. There 
are two in particular  The following types of tweets 
(microblogs) are beneficial: Need-to-know tweets  discusses 
the need for or demand for specific resources, such as food  
water, medical assistance, shelter, and availability-tweets, 
which provide information about the region's resource 
availability, or  Potential availability, i.e. resources that will 
be transported to the region. 

II. LITERATURE REVIEW 
 

The research paper of M. Basu (2019) focuses on the 
experimenting with different traditional and neural-based 
approaches to identify need and availability tweets including 
supervised and unsupervised classification approaches. These 
methods also involves pattern-matching techniques, CNN 
based classifiers and supervisor classification techniques. 
Overall it was concluded that unsupervised classification 
methodologies are more promising than supervised 
classification methods if the training data are rich. 

Another paper based on classification is focussed on the 
information retrieval methodologies for identifying needs 
and availability tweets.  M. Basu (2017) proposed novel word 
embedding based techniques for identifying two types of 
tweets that are important for post disaster i.e. needs and 
availability tweets which outperform prior pattern matching 
based techniques. 

III. MODULES 

A. Cleaning the dataset- 
This method includes 
1. Removing the user-handles, hash symbols and 

hyperlinks (#tread, @username, https://). 
2. Removing the Unicode elements from the tweets 

(different Unicode symbols). 



 
3. Removing stop words and punctuations. 

 
Stop words are the English words which does not add 
much meaning to a sentence. They can safely be ignored 
without sacrificing the meaning of the sentence. For 
example, the words like the, he, have etc. 

B. Converting the dataset- 
This method includes 

1. Tokenization:  Process of turning a meaningful 
piece of data, such as an account number, into a 
random string of characters called a token that has 
no meaningful value if breached. Tokens serve as 
reference to the original data, but cannot be used to 
guess those values. 
 

2. Stemming:  Process of reducing a word to its word 
stem that affixes to suffixes and prefixes or to the 
roots of words known as a lemma.  

 
Stemming is important in natural language 
understanding (NLU) and natural language 
processing (NLP). 
 

3. Lemmatization : Doing things properly with the 
use of a vocabulary and morphological analysis of 
words, normally aiming to remove inflectional 
endings only and to return the base or dictionary 
form of a word, which is known as the lemma  

C. Vectorization- 
In this method, we use TF-IDF Vectorization, which helps 
us to transform text into usable vector. This includes- 
 
1. Term Frequency: It is a measure of the frequency 

of a word (w) in a document (d). TF is defined as  
the ratio of a word’s occurrence in a document to 
the total number of words in a document. 
 



 
2. Inverse Document Frequency:  It is a measure of 

the importance of a word. Term frequency (TF) 
does not consider the importance of words. Some 
words such as’ of’, ‘and’, etc. can be most 
frequently present but are of little significance. 
IDF provides weightage to each word based on its 
frequency in the corpus D. 
 

 
3. Term Frequency — Inverse Document Frequency 

(TFIDF): It is the product of TF and IDF. TFIDF 
gives more weightage to the word  
 
that is rare in the corpus (all the documents). 
TFIDF provides more importance to the word that 
is more frequent in the document. 
 

 

 

D. Training and Testing Dataset- 
After performing TF-IDF, we continue with label 
encoding for the labels : Available, Needed and Others. 
In the current experiment, we are using Nepal Earthquake 
Dataset as the training dataset, and Italy Earthquake 
Dataset as the testing dataset to test the trained model. 
We train the model using GaussianNB classifier 
 
As we see in Fig. 4, the resultant accuracy for the tested 
model is not quite upto the mark because the data is biased 
towards Others label. To remove this bias, we use 
Undersampling because dataset is imbalanced.  
 
Undersampling is a technique to balance uneven datasets 
by keeping all of the data in the minority class and 
decreasing the size of the majority class. It is one of 
several techniques data scientists can use to extract more 
accurate information from originally imbalanced datasets. 
After Undersampling, we get an accuracy which is far 
better than the results before Undersampling the dataset. 
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