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Abstract: When software systems are developed, one of the major 
milestones is usually the successful launch. However, in the overall life 
cycle models for software, this is only the first step into the expensive and 
lengthy phase, the maintenance. In this study, we analyse how to reduce 
the cost of software maintenance and manage complexity with an analysis 
tool that indicates the expected amount of maintenance work based on the 
first observations after a new release. Based on our initial findings, the 
maintenance indicators match the code review and revision needs, 
indicating further avenues for future development. 
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1. INTRODUCTION 

When considering the generic software life cycle and development models [1], 
the software maintenance phase is usually the last or second-to-last step with a 
relatively small amount of new actions or activities. However, due to the rise of the 
software as a service distribution methods [2] and continuous delivery models [3], 
software maintenance phase is arguably one of the most costly phases in the 
lifecycle model [4,5]. In fact, in some software industries the first launch expects 
the system to include only the bare essentials, and majority of the content is 
developed while the system itself is in ‘the maintenance phase’ [6].    

The growth of the maintenance phase and the costs related to the software 
maintenance work have been explored in many studies. Obviously there is no one 
main reason or culprit for the trend, but a number affecting factors such as 
increasing complexity and integration of the systems [7], , changing operation and 
operating environments of the systems [8], the criticality of the systems [5], and the 
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rise of service-oriented approach into delivering software and their 
functionalities[9]. 

Many different approaches and technologies are aimed at the reduction of 
software maintenance costs including, for example, service-oriented architecture 
(SOA) [10], different delivery models [11], development and operations (DevOps) 
[12], and microservice architecture [13]. Those approaches mostly focus on 
improving software maintainability in order to reduce maintenance costs. On the 
other hand, there are techniques aimed at software quality estimation focusing on 
maintainability [14], code metrics [15] or code smells [16] but they require an 
interpretation because their key measurements are not compatible between projects  

The majority of maintenance work tends to be perfective or corrective [17], 
but preventative tasks with design patterns, code smell analysis or cyclomatic 
complexity [18] analysis can help by identifying areas, which with high probability 
can raise issues. To investigate this in the context of software maintenance further, 
we defined following research question: is it possible to estimate the observed 
quality and maintenance needs of the software using objective code metrics?  

In order to answer this question, we developed prototypes and proof-of-
concept tools and measurements, and implemented the most promising candidates 
on a decision support system called the .Maintain tool. 

The development of .Maintain was based on the measurement principles of the 
quality characteristics as defined in the ISO/IEC standard 25000-SQUARE quality 
model [19], but introduced two further steps. In the first step, measurement units 
called probes are integrated into the system during the development phase to assist 
the data collection and activity logging work when the new feature is added during 
the maintenance work. Secondly, every time new version of the system is 
deployed, the system analyses the quality outcomes from the data collected by the 
probes. By comparing the analysis metrics for the relative changes in key quality 
factors against the historical data if the analysis tools finds a quality anomality, it 
triggers the early warning system (EWS) and presents the conflicting change in the 
quality metrics to ensure that the change is acceptable, or intentional. Based on our 
first deployed prototype with three different commercial software projects, the 
basic premise of the EWS analysis tool measurements seem to correlate with the 
project activity logs on the selected number of quality characteristics.  

2. RELATED RESEARCH 

To assess the maintenance needs, one aspect of the work is to measure, 
understand and improve the system and process quality. In 1988, Humphrey [20] 
described the framework that was aimed at establishing the standards of excellence 
for software engineering called Capability Maturity Model (CMM). However, 
these large scale approaches are not necessary applicable in all types of software 
projects; Hynninen et al. [21] indicates a trend that software developer teams tend 
to use as much automation as possible, especially in quality assurance (QA), and 



International Journal on Information Technologies & Security, № x, 201x 3 

use informal software development processes over formal approaches and 
automation tools over formal inspections.  

Another common approach to enhance maintainability and quality of the 
software is to apply modularity and reusability design principles on the system 
architecture. [22, 23]. In object-oriented programming (OOP) [24] the system is 
defined as set of objects, and the isolation is mostly logical, whereas in service-
oriented architecture [25] (SOA) the system is defined as a set of components 
which communicate as dedicated web services [10].  

All mentioned approaches to reducing the maintenance costs have the common 
idea to reduce complexity [7]. Such an approach requires measurement tools that 
provide feedback about the current code complexity as early as possible. Motogna 
et al. [26] presented the metric based on the maintainability characteristics 
described in ISO 25010 [19] with the study indicating that such a metric may 
represent the current quality of the overall project. This observation, that particular 
code metrics correlate with the software maintainability is also approved by 
Heitlager et al. [27], who defines a metric called Maintainability index which is 
aimed at the representation of the software maintainability as a single metric.  A 
further study by Yamashita [28] points that the systems that combine real-time 
measurements of the developed software with a visualization can help to develop 
the software with better quality requiring less maintenance.  

3. RESEARCH PROCESS 

Code quality may be estimated in different ways, for example, by applying 
both static and dynamic testing. In this study, we decided to start with the 
Maintainability index, but focus on the change dynamics of this index instead of 
the absolute index value to assess if it could act as an early warning system for the 
maintenance. To study this, we built a prototype analysis tool following the 
principles of the design science research method [29, 30]. Design science study is 
usually understood as research that produces constructs, methods, and models, and 
uses two iterative approaches: building and evaluation [30]. In practice, design 
science is may be described by the process called design cycle (see Figure 1).  

In this study, we initiated the design cycle from the first step, so our study 
starts from the problem of software maintenance costs and aims at the research 
question through the development of the prototype framework. We started with the 
identification of the original problem, that the automated collection of data related 
to most of the quality-defining attributes of the quality standard ISO/IEC 25010 
[18] requires inputs which beyond the reach of a simple data collection or 
repository mining tools since no suitable data is usually available. For this 
observation, in the initial design we created the concept of probes, and set of 
independent modules which can be embedded to an existing source code to 
measure different concepts such as transaction lengths, amounts of actions the user 
takes to complete one action, or other such activities. We tested the first version of 
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the probe library using a simple open source project to test out the idea and 
demonstrate the concept to other interested parties. After this initial evaluation step 
we identified further problems and concepts, for the probes needed to run the 
quality assessment tests with real software development projects. 

 
Fig. 1. Design science research method adapted from Peffers et al. [30] 

The objective of the Maintain data collection and early warning system is was 
to reduce the overall software maintenance effort and costs. For this objective, 
study by Heitlager et al. [27] indicated that the Maintainability index of the source 
code is linked with software quality, and, therefore, assessing the changes in the 
maintainability index could affect the overall maintenance costs. The architecture 
of our solution is presented in Figure 2, and the detailed developed process, the 
module details and first trial of the tool is reported in publication [31].  

 
Fig. 2. Maintain-tool architecture 

Design science implies both building and evaluation of the developed artefact. 
To evaluate the .Maintain tool, we ended up implementing the same set of code 
quality probes for the different programming languages. Finally to test our proof-
of-concept tool, we analysed three finished real-life software projects at different 
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stages of development pulled from the code repository, while simultaneously 
collected a survey from the project managers of the said projects to provide a short 
summary and feedback on what their developer team was doing at the time. 

4. RESULTS 

In our proof-of-concept cases, the objective was to dynamically measure 
changes in the Maintainability index, and compare this information against the 
other data sources in the development project. In this stage, we collected and 
analysed historical data from three different project repositories, and then 
interviewed the developer teams about their activities to see if our maintainability 
tools would match the perceived quality changes in the developed systems. 

4.1. Project 1 

The first project was evaluated using a proprietary application that was 
developed by two different teams. The application’s backend was implemented 
using Ruby on Rails, while the frontend was developed using JavaScript and 
HAML notation language. The calculation metric was described using the 
following iterative formula, based on code smells [32] found in the analysed file: 

 
 (1) 

Where k is 0.99 if code smell is the warning, and 0.9 if code smell is the error. 
As the metrics calculations were now different and produced results in different 
ranges, we decided to ignore the absolute values and focus on code quality change. 
To extract the code quality change dynamics, we decided to use this formula: 

 (2) 

 
Fig. 3. Project 1 quality report 

In short, code quality change was calculated as a difference between code 
quality measurement and the linear regression of the code quality within a given 
range. Figure 3 illustrates those changes for the three different parts of the project: 
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Ruby, JavaScript, and HAML. Also, according to the feedback from the project 
manager, an external developer used to work with the frontend part between July 
2016 and September 2016. In Figure 3, we can highlight that HAML code quality 
decreased when the external developer started to work. Based on this project, we 
also observed that the absolute value of Maintainability index was not as critically 
important as the trend.  

4.2. Project 2 

The second pilot was performed with a project based on Node.js. The Figure 4 
demonstrates the changes in the code quality over the analysed timeline, with peaks 
and pits being explained with a summary from the project manager questionnaire. 
This figure suggests that code quality is linked with the metric: maintenance index 
grows during the refactoring phase, and drops with the new features. Comparison 
between Maintainability index report and project manager feedback also revealed 
that Maintainability index change does not necessarily tell that something goes 
explicitly wrong in the project, because code quality decrease may also be linked 
with the project development stage, and the behaviour of lowering quality index is 
normal, if it goes down during activities such as new feature implementation. 

 
Fig. 4. Project 2 quality report with the comments from project manager report 

4.3. Project 3 

In the third pilot project with our maintainability observation tools, we decided 
to analyse a project with a timespan of one year. To get a comparison point from 
the available data, we decided to compare the Maintainability index analysis results 
with the processed ticket information from the project bug tracker. We defined and 
calculated the ‘Bugs and features’ metric using the following formula for each day: 

 (3) 
where N is 1 if ticket type is ‘Bug’, or -1 if ticket type is ‘Feature’. For the 
calculation and comparisons, the reported bugs and accepted features are included 
based on the ticket creation date. In any case, as observable from Figure 5, there is 
a correlating trend between the Bugs and features metric, and the Maintainability 
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index change; when the bug reporting system was collecting more tickets 
concerning bugs and problems, the maintainability-index was going down even 
though the index was based on the structural aspects of the source code, such as 
amount of modules, lines of code and cyclomatic complexity. 

 
Fig. 5. Project 3 quality report with bugs and features -metric 

5. DISCUSSION AND IMPLICATIONS 

The modern development processes for software systems emphasize concepts 
such as continuous integration [11], cloud as the delivery model [33], service 
computing [33], collaboration between software development and maintenance 
[12], new integrated development environments and others. Unfortunately, the 
testing and deployment environments seem to be falling behind especially on the 
availability of generic tools due to the diversity of ecosystems. In this study, we 
decided to combine both static and dynamic testing to implement a tool that 
provides estimates of the project quality and can be integrated into the existing 
software development process. 

Based on our three test cases with the current version of the quality assessment 
tools, our observations show that changes in the Maintainability index rather than 
the absolute value of the index gives us the opportunity to estimate the project 
quality. This evaluation also highlights that during the new functionality 
implementation, Maintainability index seems to go down, while during the 
refactoring or the bug fixing phase it rises. Evaluation of the Maintain project 
shows that by abusing this feature it might be possible to implement an early 
warning system that provides code quality estimation using the combination of 
Maintainability index and information from the issue tracking system. Such an 
early warning system compares the first derivative of the Maintainability index to 
the current project state derived from the issue tracking system. Differences 
between those metrics should be treated as an anomaly and reported to the project 
manager. 
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Beyond our work with the maintainability estimations, the idea of finding the 
link between the source code metrics and project quality attracts attention of the 
researchers. For example, Lewis and Henry [14] show a correlation between 
different code metrics and the amount of defects in the source code. On the other 
hand, Kannangara and Wijayanake [34] analysed the difference in the software 
quality before automated refactoring and after that using several source code 
metrics, but state that those metrics do not show improvements in the software 
quality after refactoring. However, for example Fontana [16] indicates that code 
smell can be useful for software quality estimation and can be used as a quality 
metric. 

To guarantee the validity of the study we used two different approaches in the 
evaluation and in the methodological triangulation. Robson [36] lists three basic 
threats to validity in this kind of research: reactivity (the interference of the 
researcher's presence), researchers bias, and respondent bias and strategies that 
reduce their threats. To reduce these biases, we decided to perform the evaluation 
in two steps. As the first step of evaluation, we performed the analysis based on 
source code metrics during a limited time range and compared the results with the 
feedback from the project manager. To make the feedback more structured, we 
used a questionnaire and asked project managers to state their opinion on the 
project quality for the given time ranges. Comparison between Maintain analysis 
results and the special metrics derived from the issue tracking system showed the 
correlation, but not an exact match. This may be explained by the fact that it was 
not possible to link the bug or feature with the exact code change or certain commit 
action, because the issue tracking system used in the evaluation does not provide 
such information. This step of the evaluation also highlighted the fact that during 
the new functionality implementation, following strictly the maintainability the 
index will go down, while during the refactoring or bug fixing phase it will rise. 
Adding further analysis option with the indexes calculated from the quality 
attributes of the ISO/IEC 25010 model might provide us with additional venues to 
collect more detailed information on why the quality is fluctuating. 

6. CONCLUSIONS 

In this study, we tried to answer the question - is it possible to determine the 
changes in the subjective software quality by objective measurements? To find the 
answer to this question, we decided to use a design science research approach. 
Design science implies the creation and evaluation of the artefact, and as the first 
step, we implemented the prototype of the Maintain-tool to calculate indexes based 
on the ISO/IEC 25010 quality attributes. Following that, we used the developed 
artefact to answer the research question during the evaluation phase and developed 
a further tool to assess the maintainability indexes. The evaluation was performed 
in a form of piloting within several independent companies. The evaluation showed 
that the Maintainability index may be used as a suitable source of the project 
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quality estimation, but by itself it does not provide much information on why the 
quality is declining. In an evaluation phase with the information derived from the 
issue tracking system, it was possible to create an early warning system that 
compared code quality fluctuations to the current project stage (refactoring, new 
features, bug fixing) of the project. The difference between estimated the 
development stage and the direction of the code quality metrics change should be 
reported to the project manager as a possible source of problems. 

Different metrics of the source code quality has been introduced in the related 
studies, but the same metrics may provide different absolute values for different 
applications. Being aware of this, we decided to implement the Maintain as a tool 
focused on gathering data from different sources and analysing this data. In this 
study, we illustrated as a quality-in-use characteristics example, that 
Maintainability index can be applied to the project quality estimation and provide 
an early warning of issues, but at this stage the results do not provide sufficient 
details on what actions the maintenance team should take. Based on our 
observations, the early warning system is feasible to provide an alert that there 
might be issues within the new deployed version of the system, but automated 
assessment of the quality attribute changes collected from the user and system 
activity data to provide details on what parts of the system are failing, still need 
further work. 
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