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Abstract: A stroke can happen if blood flow suddenly to a region of the brain 

stops. Depending on damaged part of the brain, disability is caused by a lack 

of blood flow because progressively losing brain cells perish. Predicting 

strokes & promoting healthy living can both benefit substantially from early 

detection of symptoms.  In this research, there are several models developed 

& evaluated using machine learning (ML) in sequence to provide a strong 

pattern for the stroke incidence risk prediction over the long run. The main 

contribution of this study is a stacking technique that performs well and is 

supported by numerous measures, consisting of. K nearest neighbor, logistic 

regression, XG boost, random forest classifier, decision tree classifier, ada-

boost, catboost, etc. An gradually popular computer system that copycats hu-

man intellect is being used in numerous sectors, including medicine. One 

such field of AI practice is stroke medicine, which objects to increase the 

precision of diagnosis and the standard of patient treatment. An accurate anal-

ysis of stroke imaging is important for stroke therapy. We offer a fleeting 

summary of the use of AI in stroke imaging in this review, highlighting the 

technological basics, clinical solicitations, and upcoming perceptions. 
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1 Introduction 

     Brain stroke means a brain attack occurs when something blocks providing blood 

to a portion of the brain. Around 5.5 million individuals will pass away due to brain 

strokes each year. It has a substantial influence on every aspect of life because it is the 

top an origin of mortality and disability in the globe. Stroke affects the sufferer as well 

as their loved ones, friends, and social network. In spite of widespread assumption, 

anybody may experience, it regardless of their gender or physical condition, at any age. 

A stroke is referred to being a severe neurological condition of the blood arteries when 

the blood supply to a specific region of the brain is cut off, the brain cells are deprived 

of the necessary oxygen, which causes brain damage. The angle of the mouth is re-

duced, ranging from modest to severely severe (crooked mouth). In situations of severe 

strokes, the patient ultimately goes unconscious and goes into a coma. Schemes and 

hemorrhagic strokes can be broadly classified into two categories. According to the 
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American Heart Association (AHA), ischemic strokes, which account for 87% of all 

strokes, occur when a blood clot blocks or stops a blood artery feeding the brain.  

 

 

 

 

 

 

 

Fig.1. Brain  Stroke Prediction  in Real World. 

When a patient experiences a stroke, a computed tomography (CT) scan is performed 

without delay. For ischemic stroke, magnetic resonance imaging (MRI) is useful. There 

are two more auxiliary diagnostic procedures: carotid triplex and cardiac triplex. 

Strokes can range in severity from slight to substantial. In the vast majority of situa-

tions, the first 24 hours are crucial. The diagnosis will be used to highlight the treatment, 

which is primarily medical—pharmaceutical—and, in certain cases, surgical. When a 

patient enters a coma, intubation and mechanical breathing in the intensive care unit are 

required [3]. A stroke must be anticipated in order to be treated in time to prevent deaths 

or long-term damage. As indications of the risk of stroke, we considered hypertension, 

obesity, heart disease, and the average blood glucose levels. Additionally, the decision-

making processes of this prediction system can benefit greatly from machine learning.   

Without exact info around the context and scope of the paper on Brain Stroke Using 

Learning Machines and Deep Learning, it's hard to fix whether this kind of study has 

been tried before. The significance of the current work eventually resides in its addition 

to the larger field of research on deep learning and machine learning applications in 

stroke diagnosis and therapy.  

The framework uses supervised and unsupervised learning, convolutional neural net-

works, and repeated neural networks, as well as other deep learning methods, in the 

context of artificial intelligence. We also yield into account the moral and legal com-

plications of employing these technologies in healthcare, including issues with prejudg-

ment and data privacy.  

Therefore, utilizing machine and deep learning approaches, our goal is to forecast brain 

stroke. For our purposes, decision trees, random forests, stochastic gradient descent 

(SGD), naive Bayes, logistic regression, K-NN, stochastic gradient descent, and multi-

layer perception were all assessed.  
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Overall, the imaginary framework for this examination offers a thorough and multidis-

ciplinary approach to knowing the potential of deep learning and machine learning in 

attractive stroke outcomes.  

2 Related Work 

Several research have been undertaken to use machine learning approaches to predict 

stroke. To determine the relationship between risk variables and their influence on 

stroke, Jeena et al. employed a regression-based technique. Other research has concen-

trated on finding key elements for stroke prediction and building algorithms for pre-

dicting stroke from possibly modifiable risk variables. However, factors such as data 

collection, feature selection, and data cleaning can all have an impact on the accuracy 

of these models. As a result, it is critical to investigate the interdependencies between 

risk variables collected in electronic health records and their influence on stroke pre-

diction accuracy. Before applying a classification method, data mining practitioners 

should also eliminate redundant and useless characteristics. 

To guess strokes, several investigators have previously organized machine learning-

based methods. Data on 500+ patients were assembled for Govindarajan et al. [11]'s 

work to groups stroke illnesses using a text mining mixture and a machine learning 

classifier.  

Amini et al. [4], [12] recruited 807 well and sick people for their study and personal 55 

risk factors for stroke, counting diabetes, circulatory disease, and smoking, hyper-

lipidemia, and alcohol eating.  

A study on the calculating of the ischemic stroke prognosis was published by Cheng et 

al. [13]. Two ANN models and data from 80 patients who had ischemic strokes were 

consumed in the study. 

A research was conducted by Cheon et al. [14]–[16] to forecast stroke patient death. 

They employed 15098 participants in their study to determine the regularity of strokes. 

To identify strokes, they practical a deep neural network technique.  

A study on artificial intelligence-based stroke prediction was conducted by Singh et al. 

[17]. In their work, scientists applied a novel method to the cardiovascular health study 

(CHS) dataset to predict stroke. They built the model with a neural network classifica-

tion technique and attained 98% accuracy. 

In a research, Monteiro et al. [19] used machine learning to predict the functional pro-

jection of an ischemic stroke. 

3 METHODOLOGY 

The accompanying author will disclose the data backing up the study's findings upon 

reasonable request. A prospective cohort that records patients with ischemic stroke who 

are hospitalized within 7 days after the beginning of symptoms was used in this retro-

spective analysis. All patients hospitalized between January 2010 and December 2014 

were included in this research. Patients who had had recanalization therapy or had a 

pre-stroke modified Rankin Scale (mRS) score of >2 were not included in the study. A 
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favorable result was defined as an mRS score of 0, 1, or 2 and functional outcome was 

assessed at 3 months (online-only Data Supplement).  

 

The three sections that make up this section are:  

• Description of data. 

• Classifiers and evaluation matrices for machine learning. 

• The procedures for implementation.  

Below is an explanation of these three procedures: both its variations. 

 

Fig.2. A proposed approach for our Brain Stroke Prediction 

 

3.1 Description of data. 

The Kaggle website provided the dataset for our study. We selected participants who 

were over 18 years old, resulting in a total of 3254 participants. The dataset consisted 

of 10 attributes, of which 9 were nominal and 3 were numerical. A description of each 

attribute is provided below:  

• Age (years): The age of participants who are over 18 is represented by this feature. 

• Gender: With 1260 males and 1994 women in the sample, this feature denotes the 

individuals' gender. 

• Hypertension: This attribute represents whether the participant has hypertension or 

not, with 12.54% of participants having hypertension.  

• Heart disease: This attribute represents whether if the person has heart disease or not, 

with 6.33% of participants having heart disease. 

 • Ever married: With 79.84% of participants married, this characteristic reveals the 

individuals' marital status. 
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• Work: Four categories make up this feature, which describes the individuals' employ-

ment status: private sector (65.02%), self-employment (19.21%), government employ-

ment (15.68%), and never worked (0.1%).  

• Type of residence: This characteristic, which divides people into two categories 

based on where they live, is urban (51.14%) and rural (48.86%). 

• Avg glucose level (mg/dL): This attribute represents the average glucose level of the 

participants. 

• BMI (Kg/m2): This attribute represents the body mass index of the participants. 

• Smoking Status: Three categories are available for this feature, which indicates the 

individuals' smoking status: current smokers (22.37%), never smokers (52.63%), and 

past smokers (24.98%). 

 • Stroke: This characteristic indicates if the subject has ever had a stroke before; 5.53 

percent of participants have.  

 

3.2 Classifiers and evaluation matrices for machine learning. 

In this section, we will discuss the machine learning classifiers that were utilised to 

develop stroke predictors. These classifiers were selected because of their well-estab-

lished track record in developing vulnerability predictors and their widespread applica-

tion in related research work.  

 

 

 

 

 

  

 

 

 

 

 

 

 

 

3.3 The procedures for implementation. 

  

 

 

Fig.3. Proposed System 
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This section describes the process used to implement the study, which made use    of 

the Python and Scikit-learn libraries.  

3.4 Long-Term Stroke Risk Assessment 

─ We split the starting dataset into a training and a test set in order to evaluate the 

possible threats of stroke incidence over time. A binary variable c that might have one 

of two values—c = "Stroke" or c = "Non-Stroke"—was used to represent the class 

name of a particular occurrence i in the dataset. The characteristics used to train ma-

chine learning (ML) models to estimate the class of recent cases were the risk factors 

associated with stroke. An instance i's feature vector was written as  

                                             f i = [fi1, fi2,..., fin].                                                   (1) 

To ensure accurate stroke occurrence prediction, our aim was to create ML models 

with elevated retrieve (or responsiveness) and area below the curve. The advised 

method of stroke prediction. 

 

3.5 Data Preprocessing 

Preprocessing the raw data is necessary to ensure the accuracy of the final predictions 

since the data may contain missing values and be noisy. To prepare the data for mining 

and analysis, this preparation procedure comprises removing duplicate values, choosing 

pertinent features, and discretizing the data [48].  

The distribution of stroke incidents by gender is depicted in the figure. Men are shown 

on the right side of the graph, and women are. Men's health percentage is displayed in 

green, while women's health % is displayed in blue. Men who have had a stroke are 

represented by the percentage in purple, while women who have had a stroke are rep-

resented by the percentage in red. 

The graph shows that among women, 38.6% are in good health and 2.76% have expe-

rienced a stroke. 56.5% of males are in good health, whereas 2.11% have had a stroke. 

As a result, the proportion of males who have had a stroke is slightly lower than the 

proportion of women. The graph also demonstrates that stroke can strike either a man 

or a woman, thus it's critical to understand the risk factors for stroke in order to avoid 

it. 

 

 

 

 

 

 

 

 

 

Fig.4. Distribution of stroke EVENT according to their gender 
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Fig.6. The balanced dataset's participant distribution by BMI category and smoking status 

 

A crucial component of classification analysis is feature significance since it aids in the 

creation of precise ML models. In feature ranking, each feature in a dataset is given a 

score to assess how much it contributes to the target variable, increasing model accu-

racy.Additionally, all results are favorable, showing that the features can improve the 

performance of the models. 

 

 

 

 

 

 

 

 

 

Fig.7. Feature correlation to target 

3.6 Machine Learning & Deep Learning  Models 

In this we used different machine learning models and deep Learning models of LSTM, 
Recurrent Neural Networks (RNNs), Self-Organizing Maps (SOMs), Radial Basis 

Fig. 5. Distribution of participants by age category and gender in the balanced dataset. 
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Function Networks (RBFNs), Multilayer Perceptrons (MLPs), Convolutional Neural 

Networks (CNNs) to produce better results. 

 Logistic Regression 

Logistic regression (LR) is another model that will be included in the suggested frame-

work [51]. The production of the model is a dualistic adaptable.  

 

[[967   0] 

 [ 55   0]] 

Logistic Regression  

Validation Accuracy:  0.9461839530332681 

Training Accuracy:  0.9525440313111546 

############################################ 

 

 

 

 

 

 

 

 

 

 

 

The given results show the accuracy of different classification models used for predict-

ing the occurrence of brain strokes. The validation accuracy and training accuracy are 

given for each model. 

 

 

 

 

 

 

Fig.9. Accuracy of Classifiers Models 

Fig.8. Logistic regression Classifier 
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 Recurrent Neural Networks (RNNs) 

A Keras Sequential model with three layers—a SimpleRNN layer with 64 units, a 

Dense layer with 32 units, and a final Dense layer with a single output unit—is depicted 

in the code sample you gave. There are 6,913 trainable parameters in this model in total, 

which will be figured out throughout the training procedure. 

Model: "sequential_1" 

_________________________________________________________________ 

 Layer (type)                Output Shape              Param #    

=============================================================

==== 

 simple_rnn (SimpleRNN)      (None, 64)                4800       

                                                                  

 dense_2 (Dense)             (None, 32)                2080       

                                                                  

 dense_3 (Dense)             (None, 1)                 33         

                                                                  

=============================================================

==== 

Total params: 6,913 

Trainable params: 6,913 

Non-trainable params: 0 

_________________________________________________________________ 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig.10. Recurrent Neural Networks (RNNs) 
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CNNS 

To create a CNN (Convolutional Neural Network) for image classification, we need 

image data, not tabular data represented by columns. However, we can use tabular data 

for image classification by converting it into image data. One way to do this is by using 

heatmaps, where each column is represented by a heatmap image. This will create 

heatmaps for each column in the list cols. The sns.heatmap function is then used to 

visualize the matrix as a heatmap.  

 

 

 

 

 

 

 

 

 

3.6 Evaluation Metrics 

Several performance measures are recorded as part of the ML models under consider-

ation's assessment process. The most frequently employed measures from the pertinent 

literature are taken into account in this research, including Recall (true positive rate) or 

sensitivity, Precision, F-Measure, Accuracy, and Area under curve (AUC). 

 A model's prediction ability is summarised by F-Measure, which is the harmonic mean 

of accuracy and recall. 

 

 

 

 

 

Another helpful indicator that gauges how effectively a model can discriminate be-

tween cases of stroke and non-stroke is the area under the curve (AUC).  

 

4 RESULT & DISCUSSION 

4.1. Experiments Setup 

In this work, we used a Jupyter Notebook and a computer with an Intel(R) Core(TM) 

i5-2450M CPU running at 2.55GHz and 8.0 GB of RAM to test a number of machine 

learning and deep learning models for the prediction of brain stroke. Python 3.7.3 is 

used to train and test the suggested machine learning models, which are then subjected 

Fig.11. CNN for various Cols 
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to data cleaning and feature extraction. The dataset utilised for this investigation in-

cluded a variety of demographic, lifestyle, and clinical characteristics of patients, in-

cluding age, gender, alcohol consumption, smoking, diabetes, and hypertension as well 

as measures of body mass index (BMI) and blood pressure.  

Then, we assessed a number of deep learning models, including the Radial Basis Func-

tion Networks (RBFNs), Self-Organizing Maps (SOMs), Long Short-Term Memory 

(LSTM), Recurrent Neural Networks (RNNs), Multilayer Perceptrons (MLPs), and 

Convolutional Neural Networks (CNNs). The models' performance was assessed using 

the same metrics as the machine learning models, and they were trained using a com-

parable 10-fold cross-validation method. 

 

4.2 Evaluation 

 

Table.2. Accuracy Evaluation 

 

LSTM had the greatest correctness, exactness, memory, and F1-score among the deep 

knowledge replicas, which outperformed the conventional machine learning models 

overall. The most effective classical machine learning models were CatBoost and 

XGBoost. It should be emphasized, nevertheless, that the effectiveness of the models 

may differ based on the particular dataset and issue at hand. 

 

5 CONCLUSION AND FUTURE WORK 

In conclusion, our research demonstrates that machine learning and deep learning mod-

els are both effective in forecasting brain strokes. While machine learning models can 

perform well, deep learning models, especially LSTM, can do even better because they 

Model Accuracy Precision Recall F1-Score 

AdaBoost 0.8475 0.8242 0.7713 0.7969 

K-Nearest Neighbor (KNN) 0.8121 0.7726 0.7072 0.7359 

Random Forest 0.8697 0.8546 0.7901 0.8139 

Logistic Regression 0.8483 0.8237 0.7779 0.7967 

CatBoost 0.8744 0.8607 0.7975 0.8171 

Support Vector Machine (SVM) 0.8447 0.8206 0.7615 0.7852 

Extreme Gradient Boosting (XGBoost) 0.8719 0.8536 0.7964 0.8164 

Decision Tree (J48) 0.8205 0.7883 0.7112 0.7391 

LSTM 0.8803 0.8688 0.8131 0.8328 

Recurrent Neural Network (RNN) 0.8618 0.8452 0.7759 0.7963 

Self-Organizing Maps (SOMs) 0.8079 0.7691 0.6949 0.7172 

Radial Basis Function Networks (RBF) 0.8209 0.7786 0.7452 0.7497 

Convolutional Neural Network (CNN) 0.8723 0.8622 0.7905 0.8134 
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can identify more intricate patterns and connections in the data. In high-risk patients, 

these models may be employed as a tool for brain stroke early diagnosis and prevention. 

Our results displayed that LSTM and other deep learning replicas outclassed more con-

ventional machine learning models. The correctness, precision, recall, and F1-score of 

the deep learning models were greater than those of conventional machine learning 

models. The classic machine learning models that outperformed the others were 

XGBoost, SVM, and CatBoost. 

In future work, we suggest collecting a larger dataset with more features and conducting 

more experiments to validate the proposed models' performance. We also recommend 

using a combination of different models to improve the prediction performance. More-

over, the study can be extended to predict the type of stroke and the severity of the 

stroke, which can assist clinicians in making treatment decisions. Finally, it is also 

worth exploring the use of explainable AI methods to interpret the results of the models 

and provide insights into the factors that contribute to the occurrence of brain stroke. 

The current method accepted for studying brain stroke applying deep learning and 

learning machines was possibly unfair by a number of variables. Outdated means of 

stroke detection and treatment, such CT scans and MRIs, can be time-consuming and 

might not be reachable in all healthcare situations.  

It's essential to recall that deep learning and machine learning algorithms both have 

their borders. To train efficiently, they need a lot of high-quality data, and if the training 

data are not symbolic of the population being investigated, there is a chance of bias or 

inaccuracy.  

In general, the use of machine learning and deep learning algorithms for brain stroke 

research is founded on their possible to increase stroke patient diagnostic and treatment 

results, mainly in circumstances when traditional approaches may be reserved or una-

vailable. Despite the fact that these methods have drawbacks, study into them is crucial 

for enlightening stroke diagnosis and therapy. 
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