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ABSTRACT

With increasing use of deep learning models, understanding and diagnosing their predictions is
becoming increasingly important. A common approach for understanding predictions of deep nets
is Concept Explanations. Concept explanations are a form of global model that aim to interpet a deep
networks output using human-understandable concepts. However, prevailing concept explanations
methods are not robust to concepts or datasets chosen for explanation computation. We show that
this sensitivity is partly due to ignoring the effect of input noise and epistemic uncertainty in the
estimation process. To address this challenge, we propose an uncertainty-aware estimation method.
Through a mix of theoretical analysis and empirical evaluation, we demonstrate the stability, label
efficiency, and faithfulness of the explanations computed by our approach.

1 Introduction

In the era of ever-larger and more powerful deep neural networks, the need for interpretability and customizability of
complex deep nets has never been higher. One compelling solution to this demand is the emergence of interpretable
models known as concept-based explanations. These systems attempt to explain a model’s predictions by employ-
ing high-level and human-understandable concepts, a methodology championed in notable works like (Kim et al.,
2018). What makes concept-based explanations particularly appealing is their alignment with semantically relevant
patterns (Yeh et al., 2022). Research (Kim et al., 2018, 2023b) substantiates the preference for concept explanations
over explanations derived from salient input features (Ribeiro et al., 2016; Selvaraju et al., 2017) or prominent training
examples (Koh & Liang, 2017). The significance of concept explanations extends beyond interpretability alone. They
also hold the potential to encode domain-specific prior knowledge effectively (Yuksekgonul et al., 2022).

This paper centers on a category of interpretable methods known as concept bottleneck models (CBM)(Koh et al.,
2020). Concept explanations explain a pretrained prediction model by estimating the importance of concepts using
two human-provided resources: (1) a list of potentially relevant concepts for the task, (2) a dataset of examples usually
referred to as the probe-dataset. CBMs, as illustrated in Figure1, operate in a two-step process when presented with
a set of concepts and a dataset of examples. In the first step, CBMs compute a score for each concept per example,
reflecting the likelihood that a given example embodies a specific concept. These instance-specific concept scores are
then collectively aggregated in the second step by constructing a linear model that predicts labels based on concept
activations. The resulting linear model weights obtained in this second step constitute a global explanation, shedding
light on which concepts bear relevance to the model predictions at hand. One remarkable feature of CBMs is their
malleability. These models can be customized and tailored to achieve specific behaviors by manipulating the weights
of the interpretable linear model (Yuksekgonul et al., 2022; Oikarinen et al., 2023; Yeh et al., 2022; Choi et al., 2023;
Chauhan et al., 2023; Wang et al., 2023). This adaptability not only enhances model interpretability but also empowers
users to fine-tune the model’s decision-making process in alignment with their specific needs and preferences.

A notable drawback of traditional CBMs lies in their sensitivity to the choice of concept set and dataset (Ramaswamy
et al., 2022a). Another major limitation is the need for datasets meticulously annotated with concepts. This process
proves prohibitively expensive, particularly when the number of concepts runs into the thousands. However, recent
advancements have significantly bolstered the data efficiency of CBMs (Oikarinen et al., 2023; Yuksekgonul et al.,
2022; Moayeri et al., 2023) by harnessing pretrained multimodal models like CLIP (Radford et al., 2021) in the initial
step to compute activations. While these models have been shown to be useful for common image applications, such
multimodal models are not yet thoroughly evaluated for generating post-hoc concept explanations.




















