
EasyChair Preprint
№ 13713

Time Series Models for Predicting the Number
of Patients Attending the Emergency
Department in a Local Hospital

Silvia Aguirre, Jon Kerexeta and Moises Espejo

EasyChair preprints are intended for rapid
dissemination of research results and are
integrated with the rest of EasyChair.

July 1, 2024



Time series models for predicting the number of

patients attending the emergency department in a

local hospital

Silvia Aguirre1, Jon Kerexeta1,2, Moises Espejo3

1Vicomtech Foundation, Basque Research and Technology
Alliance(BRTA), Donostia, 20009, Spain.

2Biodonostia Health Research Institute, San Sebastián, 20014, Spain.
3Asunción Klinika, Tolosa, 20400, Spain.

Contributing authors: silvia.agirre11@gmail.com;
jkerexeta@vicomtech.org; mespejo@clinicadelaasuncion.com;

Abstract

The daily influx of patients at emergency departments (EDs) is highly
unpredictable and a major cause of overcrowding in hospitals. This study aims
to provide decision-making support and establish a shared situational awareness
among medical and administrative personnel. By accurately forecasting daily
attendances, this project attempts to effectively reduce overcrowding issues and
improve overall patient care. To address this issue, this study focuses on studying
different models to predict the number of visits to the emergency departments
and investigating the factors affecting daily demand. Hospitals can benefit from
accurately forecasting the number of patients arriving at the ED, allowing for
early planning and mitigating overcrowding. As the subject of the study, a real
database collected from Asunción Klinika from 2004 to 2022 was examined in
Tolosa, Gipuzkoa. For this purpose, models such as ARIMA, LSTM and GRU
are proposed. The study revealed that weekly patterns as well as calendar
and meteorological information have an impact on the volume of daily patient
arrivals. Over the years, several forecasting models using time series analysis
have been proposed to address this challenge. Results showed that hybrid models
outperformed the others in terms of the Mean Absolut Error metric (MAE).
Predictions have yielded an average daily error of 5.2 individuals, which accounts
for 13%.

Keywords: Time series forecasting, ED demands, prediction models,
RNN-LSTM,RNN-GRU, daily patient arrivals, ARIMA
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Introduction

The demand for medical care has increased rapidly over the last decades, becoming
crucial the management of medical staff and patient flows. EDs represent the core
mission of healthcare facilities. They are considered the main gateway to the hospital,
as they are an almost mandatory step for all patients before admission to most
hospital services. With the high demand for emergency services, saturation can occur
and thus reduce the quality of medical services. In this regard, forecasting daily
emergency attendances is vital to mitigate problems of overcrowding and help ED
managers allocate available resources effectively.

Despite the efforts made in recent years to define an emergency care model,
the emergency department remains a top priority challenge where improvement
opportunities exist. At present, there exists a lack of information regarding the
estimation of the number of patient arrivals to ED. The current model generates
waiting queues and a single flow of care, which can limit service capacity and
negatively impact patients’ perception of the quality of service due to long waiting
times and possible errors in resource optimization.

This study aims to provide decision-making support and establish a shared situational
awareness among medical and administrative personnel. By accurately forecasting
daily attendances, the project aims to effectively mitigate overcrowding issues and
improve overall patient care.

Related work

There is an extended literature on forecasting ED patient arrival models using time
series analysis methods. The arrival of patients is influenced by multiple variables and
is highly unpredictable. The conventional linear model fails to capture the nonlinear
relationship among these variables. However, a nonlinear approach can be developed
to achieve more accurate results in a complex dynamic system [1]. As Vidra K.
Sudarshan [2] correctly mentions, there are several models in particular which have
been extensively explored for the ED forecasting development. Such models are:
Linear Regression, ARIMA, Seasonal ARIMA and Exponential Smoothing (ES)[3],[4].
However, ARIMA is the preferred method for analyzing time series due to its robust
mathematical background [5],[6].

According to recent research papers [7],[8], Machine Learning (ML) and Deep Neural
Network (DNN) based techniques have shown to perform best when applied to solve
the time series prediction. Deep learning models can better capture the dependencies
when data is not directly amenable to feature engineering. Among DNN techniques,
Long Short-Term Memory (LSTM) and Gated Recurrent Unit (GRU) are the most
used DNN models for time series predictions as they use sequence input data and can
learn from a large temporal window.
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Existing literature on forecasting ED arrivals suggests the inclusion of calendar
variables such as time of day, day of the week, and month as predictors [9] [10],[11].
Some studies [12],[2] propose that maximal, minimum, mean, temperature and
humidity are the environmental variables that can influence the ED arrivals. Others
[2],[13] also use calendar indicators such as national holidays and school holidays.
However, there have been times when the use of precipitation as a variable may have
introduced uncertainty to the model and almost no improvement to the accuracy of
the forecast [2],[1]. These investigations indicate that visits to the ED exhibit seasonal
patterns, with calendar variables playing a significant role [5],[14].

This study proposes the implementation of different models to enhance the findings
studied in the state of the art. Firstly, the ARIMA model, which has undergone
extensive research and possesses a robust mathematical foundation. Additionally,
RNN models, specifically LSTM and GRU, as they are considered the most advanced
models and have demonstrated remarkable performance in recent years. To achieve
this, environmental and calendar variables will be incorporated into the analysis,
examining the impact on a weekly, monthly, and annual basis. Moreover, hybrid
models will be explored, which combine the strengths of both ARIMA and RNN
models to find the best possible outcome.

Materials and Methods

Database

The data to be analyzed consisted of patient data who attended the emergency
department from 2004 to 2022. Analyzing the data, it has been observed in Figure 1
that there is an increasing trend of 0.75 every year, as well as a weekly and yearly
seasonality.

As it can be seen in Figures 2 the monthly peak demand is observed in January with
43 arrivals per day, compared to 35.6 arrivals per day in August. On Mondays, (see
Figure 3) the arrivals per day reach up to 44.35, while on Thursdays it decreases to
38.7, on average. Furthermore, it has also been studied the arrival time of patients
during the day; there is one peak for increased demand which is at around 11am.

A wide range of daily patient arrivals was noticed. By excluding the COVID-19 period
it was observed that the majority of the data lied within the range of 30-56. As basic
descriptive analysis of the data, the range of incomes of the database was between
8-72. While the mean income per day was 40.42 . In order to ensure more accurate
predictions, outliers were substituted with the number of arrivals from the previous
day to ensure the preservation of the seasonality and peaks within the dataset (See
Figure 4).
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Fig. 1 Description of the data.

Fig. 2 Monthly patient arrivals Fig. 3 Weekly patient arrivals

Fig. 4 Daily patient arrivals.
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In addition, environmental data was extracted from the Open-Meteo (Open-source
weather API) [15]. The data was extracted from Tolosa, Gipuzkoa (Latitude 43.13
and Longitude -2.08) from the ’historical weather API’ section.

Regarding weather data, the obtained variables were the following: maximum
temperature(°C), minimum temperature(°C), mean temperature(°C), shortwave
radiation(MJ/m²), wind speed(km/h), rain(mm), relative humidity(%), pressure
mean(Pa) and snowfall(mm). Moreover, several national and local festivals were
collected in a boolean variable.

The final database contained a total of 27 variables and 6861 rows.

Methods

Time series models such as ARIMA typically estimate patient visits by considering
three factors: long-term trends, cyclical changes (such as season, weather, or day of
the week), and the impact of unexpected random events. Due to their ease of use,
implementation, and interpretation in modeling and forecasting future variables, time
series methods are widely applied in various domains.

The ARIMA model provides an approach to time series and forecasting that is one
the most widely used methodologies to time series analysis. This model takes into
account the existing dependence between the data, meaning that each observation at
a given moment is modeled based on previous values. Furthermore, it can incorporate
a cyclic or seasonal component. Its generic name ARIMA(p,d,q), derives from its
three components AR (AutoRegressive), I (Integrated), and MA (Moving Averages).
Calculations and analysis are used to determine the order parameters (p, d, q) for
fitting an ARIMA model [16]. The mathematical expression for this model is:

Xt = ϕ1Xt−1 + ϕ2Xt−2 + ...+ ϕpXt−p + ϵt − θ1ϵt−1 − θ2ϵt−2 − ...− θqϵt−q (1)

where Xt represents the variable value at time t, and ϕ and θ are the model parameters
for the autoregressive and moving average terms, respectively. The residual term ϵt
represents random disturbances that cannot be predicted, and it is generally assumed
that the error terms ϵt are independent.

Morever, ARIMAX models are an extension of ARIMA models that incorporate
exogenous variables to better explain the behavior of the target variable, which in
this case is the arrival of patients.
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Among different models which represent the data equally well the simplest one
is preferred, i.e. the model with the fewest parameters. The figure below presents a
flowchart of the Box Jenkins model previously introduced [17] , [18].

Fig. 5 Box Jenkins fit iterative fitting model [17] , [18]

Gated Recurrent Neural Networks

Gated recurrent neural network models have been introduced in the literature as
a way to effectively capture dependencies in time series data with large time step
distances. LSTM and GRU are the two primary types of RNNs that are capable of
retaining information over extended periods of time [19] , [20].

Long Short Term Memory (LSTM)

Long Short Term Memory is one of the most popular and efficient RNN that is
capable of learning long term dependencies. It was first proposed by Hochreiter and
Schmidhuber in 1997 [21] to address the vanishing gradient problem [22]. This model
is composed of cells, with three main gates known as the input gate, forget gate, and
output gate. These gates are responsible for regulating the flow of information into
and out of the memory cell, the core of the LSTM.
The basic procedure of the LSTM network at time step t can be mathematically
described as follows:

Ft = σ(XtWxf +Ht−1Whf + bf ) (2)
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First, the forget gate (Ft) is designed to decide what information should be discarded
from the previous cell state Ct−1 . Secondly, the new information should be
conditionally stored in the cell state. A tanh layer is selected to create the new memory,
while the input gate determines what should be added to the cell state.

It = σ(XtWxi +Ht−1Whi + bi) (3)

C̃t = tanh(XtWxc +Ht−1Whc + bc) (4)

Third, the cell state of the current time step Ct will be updated by combining the
candidate memory Ct with the long term memory Ct−1.

Ct = Ft ∗ Ct−1 + It ∗ C̃t (5)

In conclusion, the output gate is formulated to determine which data will be converted
from the cell state into the current hidden layer data.

Ot = σ(XtWxo +Ht−1Who + bo) (6)

Ht = Ot ∗ tanh(Ct) (7)

where Wxi,Wxf ,Wxo and Whf , Whi, Who are weight parameters and bi, bo, bf are
bias parameters.

Gated recurrent unit (GRU) model

The Gated Recurrent Unit (GRU) model, proposed by Cho et al [23], is considered
a variation of LSTM models. It shares similarities but has fewer parameters. The
resulting model is simpler than standard LSTM models, making it more compact and
efficient.
The reset gate Rt is computed by

Rt = σ(XtWxr +Hhr + br) (8)

This model computes candidate hidden states that aid in the computation of
subsequent hidden states. The new remember H̃t is generated by Rt with a tanh layer:

H̃t = tanh(XtWxh +Whh(Rt ∗Ht−1) + bh) (9)

GRU eliminates the remember gate and forget gate present in LSTM and introduces
Zt to replace them. By using the update gate Zt at the current time step, the previous
time step’s hidden state Ht− 1 can be combined with the candidate hidden state Ht

of the current time step to compute Ht for that specific time step t. It is computed by

Zt = σ(XtWxz +Ht−1Whz + bz) (10)

Lastly, the hidden state value is updated by

Ht = (1− Zt) ∗Ht−1 + Zt ∗ H̃t (11)
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where similar to LSTM, Wxr, Wxr and Whr, Whz are weight parameters and br,
bz are bias parameters.The output is computed through a fully connected layer with
a sigmoid function serving as its activation function.

Model Evaluation Criteria

In this study, AIC, MAE and RMSE are employed to evaluate the precision of ED
attendance forecasting, while MSE is used as a loss function for Deep Learning models.
These metrics are mathematically formulated as follows:

RMSE =

√√√√ 1

n

n∑
i=1

(ŷi − yi)2 (12)

MAE =
1

n

n∑
i=1

|ŷi − yi| (13)

where ŷi is the forecast value, yi is the true value, and n is the sample number.
Intuitively, if the MAE is 5, it means that there is an average margin error of 5 people.

AIC = −2 ln L(β̂, σ̂2)
2(p+ q + 1)n

(n− p− q − 2)
(14)

where β̂ and σ̂2 denote the sample parameters of the given ARMA process and L is
the maximized value of the likelihood function for the model. Intuitively, the term
2(p+q+1)n
(n−p−q−2) can be considered a penalty term to discourage over-parameterization.

Results

The ARIMA model that demonstrated the best fit was ARIMA(2,0,4)(0,1,1)[7]. To
ensure a good fit for the model, several tests were conducted. Initially, the augmented
Dickey-Fuller test of stationarity yielded a P-value (P > 0.01), indicating that the
null hypothesis of the existence of a unit root was rejected. This suggests that the
actual series is stationary and hence, that any desired ARIMA model can be applied.
The Box–Ljung test on residuals resulted in a P-value of 0.238 (P > 0.01), indicating
a normal distribution and independence of the residuals.
Best results were obtained when incorporating weather variables such as maximum,
minimum, and mean temperature, average rainfall, wind speed, daily relative humidity
and holidays. Introducing exogenous variables has led to a MAE of 5.49 per day.

In order to build RNN models, data was split into three subsets: %80 as train set,
%10 as validation and %10 as test set.
The LSTM and GRU candidate models were chosen and validated based on the
evaluation metrics discussed in the preceding section 3, namely MAE and RMSE.
Numerous combinations of hyperparameters were tested through a grid search to
achieve optimal results. Furthermore, variables such as weekdays, months, mean
average of the recent month, and arrivals of the last year were also included.
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Table 1 summarizes the hyperparameters employed in the modeling and fitting of
both models. The table 2 provides a summary of the comparison between the LSTM

Hyperparameters LSTM GRU
Neuron units [64/64/32/24] [64/64/32/24]

Dropout [0.1/0.05/0.05] [0.2/0.2/0.1]
Activation function ReLu, Linear ReLu, Linear

Optimizer Adam Adam
Loss function MSE MSE

Epochs 150 150
Batch size 16 16

Number of layers 4 (2 dense layes) 4 (2 dense layers)
Learning rate 4 · 10−4 4 · 10−4

Look back 30 30

Table 1 Hyperparamters and learning algorithms.

Metrics LSTM GRU SARIMA SARIMAX
RMSE 7.27 7.64 6.98 6.94
MAE 5.38 5.4 5.53 5.49

Loss function(MSE) 0.33 0.37 - -
Total parameters 286184 35720 7 13

Table 2 Comparison results for daily arrivals

and GRU candidate models in terms of daily patient arrivals at the ED. Both models
have the same architecture and sample, except for the dropout. Based on the results
shown in Table 2, it can be observed that the GRU model performs slightly worse
than LSTM.

However, with the aim of improving the result, this study proposes to introduce
detrended data as input to the RNN models. This idea arose from the desire to
combine the ARIMA and RNN models, which are referred to as hybrid models in
theory.

To begin with, ARIMA was applied on the original data. Then, its residuals were
introduced as input for the LSTM and GRU models, along with the exogenous
variables, aiming to achieve a lower error. Ultimately, it led to the most effective
approach up to now. The mean absolute error decreased to 5.2 in GRU and 5.3 in
LSTM. Figures 7 and 6 display the predicted and actual values for daily patient
arrivals.
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Fig. 6 Predicted and actual daily patient arrival of the LSTM model

Fig. 7 Predicted and actual daily patient arrival of the GRU model

Discussion

In the beginning of the study, ARIMA was expected to provide the most precise
forecasts, based on its success in similar problems in the state-of-the-art. However,
the results suggest that the hybrid LSTM and GRU models proposed improved
accuracy in short-term forecasting, with a MAE error (see Section 3) above 5%.

Temperature, rainfall and holidays consistently played significant roles. Moreover,
weekdays and months do impact in the number of arrivals to the EDs.

The gathered information is highly beneficial for the clinic when determining the
appropriate number of medical personnel needed to address the demands of the
week, month... This enables them to effectively plan and organize the workforce to
accommodate the surge in patient visits and prevent overload.
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As regarding future lines, the main objective is to examine the instances when
the model experiences the most significant failures. To investigate it further, we have
established a technique that will automatically search for news reports on the selected
specific days in the Tolosaldea area. This approach will facilitate to assess whether
there have been any anomalies on those days or if there exists any specific factor that
could be incorporated into the model as a variable.

Conclusions

This study focuses on the development of different models to predict the number
of patient visits to the emergency department (ED). Real data from the ED of the
hospital of Tolosa (Gipuzkoa) was used to develop the models.
Specifically, ARIMA and two RNN-based deep learning approaches (LSTM and
GRU) are presented for predicting patient attendances in EDs.

Based on the obtained results, it can be inferred that both calendar and meteorological
data are related with the arrival of ED patients. Nevertheless, further research is
needed to determine if the obtained accuracy is sufficient for practical use in a clinical
setting.
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