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Abstract. Machine learning has gained popularity in medical fields due to the 

increasing availability of health data and the improvement of machine learning 

algorithms. It can be used to create predictive models that diagnose diseases, pre-

dict disease progression, tailor treatment to individual patient needs, and improve 

the functioning of medical systems. The right use of data can have a positive 

impact on improving the quality of patient care, reducing healthcare costs, and 

creating tailored and effective medical approaches. The healthcare sector benefits 

greatly from the accurate interpretation of medical data as it contributes to the 

early prediction of diseases in patients. Early detection of a disease can help con-

trol the symptoms and provide the correct treatment. In our work, we analyzed 

actual measurements from the Framingham Heart Study and we created a medical 

database with 78001 records. Our ultimate goal is to develop an expert Artificial 

Intelligence system and an Artificial Neural Network that can predict the devel-

opment of coronary heart disease by employing intelligent knowledge-mining 

algorithms. We have created two intelligent systems that predict the progression 

of coronary heart disease using machine learning algorithms such as Random 

Forest, Decision Trees and Neural Networks. In our experimental analysis, the 

Decision Tree and Neural Network achieved an accuracy of 90.08% and 84.56% 

respectively. 
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1 Introduction 

Cardiovascular disease, including conditions such as heart disease and stroke, remains 

the leading cause of death worldwide. More than half a billion people worldwide are 

still affected by cardiovascular disease, resulting in 20.5 million deaths in 2021, nearly 

a third of all deaths worldwide. This marks an overall increase in the estimated 121 

million deaths from cardiovascular disease [1]. The cardiovascular system is a trans-

portation system, which consists of a muscular pump, the heart, and a network of blood 



vessels that contain blood. The three components that make up the cardiovascular sys-

tem are the blood, the heart, and the vessels. Its main function is the transport of water, 

oxygen, carbon dioxide, fuel for energy production, electrolytes, hormones, and meta-

bolic products, in particular, the transport of gasses and nutrients and the removal of 

waste substances [2]. Specifically, the roles of the cardiovascular system are the 

transport of oxygen from the lungs to the rest of the body, carbon dioxide from the 

tissues to the lungs, nutrient transport, thermoregulation, defense mechanisms, endo-

crine system functions, and fetal development, depending on the continuous flow of 

blood pumped from the heart to the capillary networks, where the exchange between 

tissues and blood takes place [3].  

Coronary heart disease is directly related to the coronary arteries, which are the blood 

vessels that supply oxygen and blood to the heart [4]. From a medical perspective, cor-

onary heart disease is caused by the narrowing of the coronary arteries, leading to an 

imbalance between the functional demands of the heart and the ability of the coronary 

arteries to supply blood and oxygen. The variation in coronary mortality is quite wide. 

Its factors vary, some are socio-economic, classic risks such as hypertension, diabetes, 

lifestyle, and family history. However, we also have factors such as emotional stress or 

acute physical exercise that can cause coronary events. The main cardiac symptoms are 

chest pain and shortness of breath. Early detection of coronary artery disease is essen-

tial. Specifically in patient survival, in easier clinical interventions, in reducing treat-

ment costs as complications can be avoided and expensive therapeutic interventions 

can be prevented as well as in taking immediate measures to deal with dangerous situ-

ations [5]. Medical diagnosis by its nature is a complex and imprecise cognitive process 

as it relies on multiple elements. It usually requires the cooperation of several medical 

specialties such as patient history, clinical examinations for any signs and symptoms of 

heart failure, imaging tests, and laboratory tests. Early diagnosis improves the outlook 

and reduces the risk of death or complications [6]. 

 

1.1 Technology Approaches 

The continuous evolution of technology has allowed the development of new method-

ologies based on Artificial Intelligence and Machine Learning. Health problems now-

adays have increased consequently this has led to an increase in the production of big 

data. Their proper use requires the development of an automatic system for disease 

prediction by developing machine learning algorithms that can work effectively despite 

the challenges that may appear in the datasets [7].  

Artificial Intelligence is an aspect of computer science that deals with the simulation 

of human intelligence with the help of a computer [8]. In studying the exact definition 

of artificial intelligence, most classify it as a system that can learn to make predictions 

and operate semi-autonomously. Artificial intelligence tools are based on expert sys-

tems (expert systems) and algorithms where they can be classified, interpreted, and 

synthesized advice and explanations on the collected data [9]. Although Artificial In-

telligence is primarily related to computer science, it is also related to various fields of 

science such as mathematics, cognition, philosophy, psychology, and biology, and has 

recently been integrated into the field of engineering [8].  



 

Machine learning uses statistical methodologies such as regression modeling, Bayes-

ian probability, and others to predict the classification of data subjects from a dataset. 

It uses techniques such as thresh olding (for images), feature extraction and pattern 

recognition, and using a statistical model for prediction. Her field develops learning 

modes such as supervised learning or unsupervised learning. Supervised Learning is 

considered a process where the model is trained and uses the new data to predict the 

results. It is meant to infer the same answers from information as a human would (Clas-

sification, Prediction). In Unsupervised Learning, the algorithm builds a model for a 

given set of inputs in the form of observations without knowing the desired outputs 

(Clustering). It can also be used to find new patterns in data by inputting a training 

dataset without human interpretations of said data [9]. Basic machine learning catego-

rization algorithms [10] are as follows. 

 

1. Categorized by Bayes  

Simplistic Bayes categorizer (naive Bayes classifier)  

2. K-nearest neighbors’ categorizer (KNN)  

3. Categorizer with decision tree  

ID ID3 algorithm, C4.5 Algorithm  

4. Artificial Neural Networks 

 

The integration of neural networks in the medical field has been remarkable. They 

are excellent at solving highly complex problems where traditional algorithmic solu-

tions are insufficient or too complex. They have been successfully applied in medicine 

in various fields such as drug development, patient diagnosis, and image analysis. They 

make significant contributions to key areas such as the detection of coronary artery 

disease and the processing of Electroencephalography (EEG) signals. They offer im-

proved capabilities for data analysis, pattern recognition, and decision-making, which 

leads to advances in medical research, diagnosis, and patient care [11].  

At this point, since we understand the complexity of developing predictive methods 

for the diagnosis, prevention, and treatment of cardiovascular diseases, the ultimate 

goal of this work is to create an Artificial Intelligence system, which predicts the de-

velopment of coronary heart disease. The rest of the paper is organized as follows: The 

second section describes Material / Methods. In the third section, the Results are de-

scribed. In the fourth section, we have the summary as well as the future work we would 

like to achieve. 

2 Material / Methods  

The research investigates performance analysis for predicting coronary heart disease. 

Our database, CHD_DB, is based on actual measurements from one of the most famous 

cardiovascular disease studies (six-year follow-up), the Framingham Heart Study. 

There are more than 10,000 records available that are related to the development of 

coronary heart disease (CHD). Our database consists of four training datasets (Train_A, 

X, Y, and Z) and one test dataset (test set) (Test) [13]. The four training datasets are 



designed by the researchers to have different proportions of CHD cases and non-CHD 

cases. Specifically, the six-year research base states that the records of Train A have 

6,500 CHD cases and 6,500 Non-CHD cases, Train X 6,500 CHD cases and 13,000 

Non-CHD cases, Train Y includes 6,500 CHD cases and 585,000 Non-CHD cases, 

Train Z approximates to the original data 4,000 CHD cases and 4,000 Non-CHD cases. 

Statistical analysis methods were used to validate the datasets. Our data items, the fac-

tors are eight items and they will be analyzed for their association with coronary heart 

disease and it will output whether it is positive for developing coronary heart disease 

or not. Specifically, we have the characteristics for each of these sets (Table 1). 

 

Table 1. Input - Output parameters 

Input parameters Output parameters 

1 ID 

2 Coronary heart disease, CHD (0=non-CHD cases; 1=CHD) 

3 Cholesterol, TC 

4 Systolic blood pressure, SBP 

5 Diastolic blood pressure, DBP 

6 Left ventricular hypertrophy, LVH (0=negative; 1=definite or posi-

tive) 

7 National origin, ORIGIN (0=native-born; 1=foreign-born) 

8 Education, EDUCATE (0=grade school or less; 1=high school, not 

graduate; 2=high school, graduate; 3=college or more) 

9 Smoking habit, TABACCO (0=never smoked; 1=stopped; 2=cigar 

or pipe;3=tobacco(<20/day); 4=tobacco(20/day=<)) 

10 Drinking habit, ALCOHOL 

 

In this paper, we will deal with the implementation of two expert systems. Using Py-

thon's Scikit-Learn library and for the classification work the Jupyter Python Notebook, 

the first system, we use machine learning algorithms like Decision Trees, Naive Baye, 

and Random Forest. The second system is the deep learning system, the Neural Net-

works. Before training the algorithm, we went through some assumptions and changes. 

The serial number (ID) was not included as a class because it relates to the patients 

included in the particular database, and if it was taken into account, it would modify 

the predictive performance of the system. The second characteristic (development of 

coronary heart disease, CHD) was not included as an input class but as an output class. 

Using the function pandas.get_dummies to convert categorical variables to dummy var-

iables. Specifically, it was applied to education and smoking, resulting in 14 from 8 

input characteristics. The ultimate purpose of this change was to be able to compare 

similar things with each other. 

Consequently, our training dataset, observed in (Fig. 1), has 14 input characteristics 

and one output characteristic for our system. 



 

 
Fig. 1. Input - Output parameters from Python 

3 Results 

Our first intelligent system is the Decision Tree, after our tests with the rest of the sys-

tems (Naive Baye, and Random Forest) and having the best prediction. As is known, 

the Decision Tree is one of the most frequently and widely used supervised machine 

learning algorithms. From the observation of the four sets, it was found that the accu-

racy of the Train A set from the test data set was 60.29 %. Train X had a percentage of 

60.75 %. Train Y had 55.45 %. Finally, Train Z had a percentage of 56.08 %. Note that 

all ensembles were trained with a tree size of max_depth = 18 and random_state = 3. 

Finally, let's add that after tests we noticed that the performance did not differ whether 

we set the tree depth from 3 to 10. Remarkably we wanted to do an additional check 

regarding the accuracy of the Decision Tree. We used the Random Forest algorithm 

because this algorithm creates Decision Trees on randomly selected data samples, takes 

predictions from each tree, and selects the best solution through voting. Also, the reason 

we used it was that in relevant research it was stated that Random Forest gives the best 

result among various algorithms such as Naive Bayes, J48, etc. [7]. So, the training was 

done on the same data set, we kept the default values for the parameters and the accu-

racy ranged in the same percentages with very small deviations. 

 

 
Fig. 2. Visualization of Decision Tree (left), Visualization of neural network (right) 



 

Continuing with our second system, training the whole of us with our neural network 

produced the following results. Note as we can see in the image that we have the input 

neurons in the first level, and in the first hidden level, we have 32 neurons with an 

activation function: ReLU. In the second Hidden Level, we have 16 neurons with an 

activation function: ReLU. At the output level, we have 1 neuron as it is a binary clas-

sification problem (Fig. 2). We used the Activation function: Sigmoid (to output 0 to 

1). Note that the activation functions (ReLU in the hidden layers and Sigmoid in the 

latter) help to introduce non-linearities in the model, while the Dropout layers help to 

avoid overfitting during training. The accuracy of the train A set from the test data set 

was 69.98 %. Train X had a rate of 73.82 %. Train Y had 90 %. Train Z had 90 %. 

Consequently, we understand that the accuracy of the Train A set is relatively the same 

as any supervised learning algorithm trained, but the percentages remain too small to 

be able to predict whether a patient is suffering from coronary heart disease. Then Train 

X, Y, and Z are already starting to notice how the initial modification of the sets by the 

researchers improves the percentage of the neural network but the accuracy of the De-

cision Tree remains constant (Fig. 3). It is worth noting that Train Y and Z seem to train 

our whole and display accuracy at 90%. So, observing this performance we went back 

to our original sets and combined the sets Train A and Train Y and Test and Train Y 

(figure 3). We observed that the accuracy rate is 84.56% in our neural network and 

90.08% in the Decision Tree. 

 

 
Fig. 3. Database structure. Figure adapted from Fig 3 in Ref. [13]. 

 

In Table 2, we compared the work done οn [7, 12] with our proposed work. We could 

not find any article that trained the records using neural networks, so we did not make 

any additions to these fields. Upon analyzing the Decision Tree algorithm, we found 

that all the approaches showed similar accuracy rates with only a few deviations. We 

also observed that Python training brought shorter times compared to other methods. 

Table 2. Experimental results 

 Decision Tree Calculation 

Time (sec) 

Neural Net-

works 

Calculation 

Taken (sec) 

Proposed (Train 

AY) 

90.08 % 0.0111 84.56 % 1.5067 

 Krishnani et 

al., 2019 [7] 

92.45 % 0.8138 - - 

Rajliwall et al., 

2017 [12] 

90.00 % 77.4 - - 



 

4 Conclusions and future work 

Few medical databases are available to researchers because it is impossible to distribute 

medical data without ensuring the privacy and confidentiality of the information they 

provide. The database that provides the data that we processed comes from the Fram-

ingham Heart Study for the purpose of evaluating prognostic systems [13]. This study 

is the first cardiovascular disease study, starting in 1948 under the direction of the Na-

tional Heart Institute in the United States, participants were randomly selected from the 

city of Framingham, Massachusetts. The number of records and the ratio of CHD cases 

and non-CHD cases differ between the four training datasets. Two different forecasting 

systems were developed using the same data set. In other words, from the specific epi-

demiological data, that were validated using statistical analysis methods, we con-

structed two predictive systems using the training datasets, Train A, Train X, Train Y, 

and Train Z, and calculated their performance using the test dataset. By training our 

system, running the Scikit-Learn Python library, and for the classification task of the 

Jupyter Python Notebook, we ran enough tests to provide the optimal performance we 

recommend in this article. For the first system, we used the Decision Tree algorithm, 

which has an accuracy of 90.08% and a training time of 0.0111 sec. Your second sys-

tem, which was trained with a neural network, has a prediction rate of 84.56% and a 

training time of 1.5067 sec. Finally, we should note that upon completing the creation 

and training of our systems, we compared our results with the work done in [7, 12], as 

shown in Table 2. The comparison focuses only on the results of the Decision Tree 

algorithm since no similar ones were found in studies with Neural Networks. In the 

Decision Tree algorithm, we observe that all approaches show relatively similar accu-

racy rates with few differences, and in terms of times, we observe that training with the 

Scikit-Learn Python library brings a shorter time. 

Future work could consider combining data for different diseases. This approach 

would allow the detection of possible interactions between different diseases and the 

investigation of possible common risk factors. With this analysis, we could discover 

new information and gain a holistic understanding of the connections between health 

and disease. Finally, as an extension of this work, it’s worthwhile to add to the existing 

data set factors from new research, that is, from national data to see the conclusions that 

will be drawn and how the performance will be modified. This particular study will 

bring benefits as it will test for risk factors that are common or different between the 

two populations such as the combination of different life contexts, dietary habits, ge-

netic factors, and environmental influences. 
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